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Preface 

This book is written with the intention of presenting a systematic description of the 
underlying concept of fractals in a range of topics in condensed matter physics. The 
idea of fractals is based on self-similarity, which is a symmetry property of a system 
characterized by invariance under an isotropic scale transformation. This concept 
can be used to build simple pictures of the realm of nature. In Chaps. 1 and 2, we have 
given a brief survey of typical examples of fractal structures. We have also included 
a concise account of methods for calculating fractal dimensions characterizing their 
fractalities. 

The dynamical properties of fractal structures constitutes the first major part of 
this book, including spectral densities of states, transport and localizationldelocal­
ization of waves. Chapter 3 contains basic results on percolation theory, including 
the introduction of various exponents characterizing percolating networks. The no­
tion of percolation satisfactorily describes a large number of dynamic phenomena 
observed in fractal structures, such as gelation processes, transport in amorphous 
materials, hopping conduction in doped semiconductors, and many other applica­
tions. In addition, it forms the basis for studies of the flow of liquids or gases 
through porous media. For the analysis of these dynamic properties, the problem 
of diffusion on fractal structures plays a key role. In Chap. 5, we have tried to give 
a complete description of all standard results on anomalous diffusion, including its 
relevance to the dynamics of fractal networks. The results in this chapter are applied 
to the dynamic problems of fractal networks in Chap. 6. We include here many 
basic results on the dynamics obtained via large-scale numerical simulations. Some 
classes of diluted Heisenberg magnets take the geometrical structures of percolating 
networks. Spin waves in diluted Heisenberg magnets should reflect their fractali­
ties. This subject is relatively new. Chapters 7 and 8 contain the dynamic scaling 
arguments on this subject as well as the important results obtained by large-scale 
numerical simulations. 

Another central issue in this book is the concept of multifractals. Physical quan­
tities often distribute in a complex manner on fractal or non-fractal (Euclidean) 
supports. Multifractals are currently used to describe such complex distributions. 
The idea of multifractals, first introduced to analyze energy dissipation in turbulent 
flow, has widened our view of intricate distributions observed in various fields of 
science. In particular, multifractal analysis provides a number of significant insights 
into condensed matter physics, such as current distributions in fractal networks, the 
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growth dynamics of diffusion-limited aggregations and viscous fingerings, crystal­
lization on bilayer films, and energy spectra of quasicrystals. Among these, we have 
paid special attention to the relevance of multifractals in quantum critical pheno­
mena, e.g., the multi fractal property of electron wavefunctions at the metal-insulator 
Anderson transition. Multifractal analysis is a standard method for studying quantum 
critical properties of the Anderson transition. In Chap. 4, we have tried to familia­
rize the reader with various computational techniques using multifractal exponents, 
which are currently used in multi fractal analysis. An entire spectrum of exponents 
characterizing multifractality at the transition point can be used to identify the uni­
versality class of the system. Chapters 9 and 10 describe the Anderson transition 
from the multifractal standpoint. 

Our primary concern was to make this book as self-contained as possible and we 
hope that this purpose has been achieved by the above arrangements. 

Sapporo 
January 2003 

Tsuneyoshi Nakayama 
Kousuke Yakubo 
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1. Introduction 

Fractals provide a simple description of complex structures in nature and are currently 
used in almost every branch of condensed matter physics. Mandelbrot gave a simple 
definition of the term fractal: a fractal is a shape made of parts similar to the whole 
in some way [1.1]. The idea of the fractal is based on the self-similarity of complex 
structures [1.2,1.3]. 

The significance of fractal research in the physical sciences is that the very 
idea of fractals opposes reductionism. Modem physics has developed by making 
efforts to elucidate the physical mechanisms of smaller and smaller structures such 
as molecules, atoms and elementary particles. An example in condensed matter 
physics is the band theory of electrons in solids. Energy spectra of electrons can 
be obtained by incorporating group theory based on the translational and rotational 
symmetry of the systems. The use of this mathematical tool greatly simplifies the 
treatment of systems composed of 1022 atoms. If the energy spectrum of a unit cell 
molecule is solved, the whole energy spectrum of the solid can be computed by 
applying group theory. In this context, the problem of an ordered solid is reduced to 
that of a unit cell. Weakly disordered systems can be handled by regarding impurities 
as a small perturbation to the corresponding ordered systems. 

However, a different approach is required for elucidating the physical proper­
ties of strongly disordered/complex systems with correlations, or of medium-scale 
objects, for which perturbative approaches are not practical. For these systems, the 
concept of fractals plays an important role. Examples of fractal structures in conden­
sed matter physics are numerous: polymers, colloidal aggregations, porous media, 
rough surfaces, spin configurations of diluted magnets, and others besides. The criti­
cal phenomena of phase transitions are another example where self-similarity plays 
a crucial role [1.4]. The fractal properties of the critical wavefunctions of electrons 
themselves at the metal-insulator Anderson transition is a further example in which 
self-similarity is relevant. 

Fractal structures fall into two categories. One is the deterministic fractal: when 
the system is rescaled by a dilatation transformation, it is identical with a part of the 
original. The other is the random fractal in which the dilatational symmetry has only 
a statistical meaning. Unlike the deterministic fractal, the original random fractal 
structure does not overlap at different magnifications. Fractal structures observed in 
nature belong mainly to the second category. 
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The subject of fractal structures themselves has been treated in many books 
[1.1, 1.5-1.11]. The present book deals mainly with their dynamic properties, such 
as vibrational excitations, transport, and spin waves in fractal structures. Another 
topic is the application of multifractals to the quantum phase transition, illustrated 
by the Anderson metal-insulator transition, where critical wavefunctions at the 
transition point exhibit multifractality. 

Random walks on fractal networks are the central issue for investigating a wide 
range of dynamic problems. De Gennes opened the way to this subject in his seminal 
paper [1.12]. He formulated the problem as follows: An ant parachutes down onto a 
site on the percolation network, and executes a random walk. What is the mean square 
distance the ant traverses as a function of time? This problem holds the key to later 
investigations into the dynamic properties of fractal structures. The solution given 
by Gefen et al. [1.13] and subsequent work by Alexander and Orbach [1.14] greatly 
influenced the development of the anomalous diffusion concept and its relevance to 
dynamic problems in the context of fractal structures. Chapter 5 provides detailed 
descriptions of these subjects. The results obtained in Chap. 5 are applied to the 
dynamic problems of fractal networks in Chap. 6. 

In some classes of diluted Heisenberg magnets, configurations of magnetic atoms 
adopt the geometrical structures of percolating networks. Spin waves in diluted Hei­
senberg magnets should reflect their fractality. Diluted Heisenberg ferromagnets 
possess the same dynamic property as percolating elastic networks. This is because 
the equations of motion governing ferromagnetic spin waves and elastic vibrations 
can be mapped onto the master equation for diffusing particles. However, the linea­
rized equation of motion for antiferromagnetic spin waves differs from the equation 
of motion for vibrational or ferromagnetic systems. This indicates that antiferroma­
gnetic spin waves belong to a different class of dynamics. Spin dynamics in these 
diluted Heisenberg magnets is currently stimulating considerable research interest. 
These subjects are treated in Chaps. 7 and 8. 

Fractal features can also be observed in quantum phenomena. Electrons on fractal 
structures such as quasicrystals exhibit fractality in their wavefunctions and energy 
spectra. This is a direct consequence of the fractal supports. Electron wavefunctions 
and energy spectra at the Anderson metal-insulator transition point also possess 
fractal properties, although the electrons lie on non-fractal (Euclidean) supports. 
In order to describe statistical properties of critical wavefunctions, the concept of 
multifractals is very useful. For a quantity distributed in a complex manner in space, 
a portion with large values may have a fractal dimension Df , while a portion with 
small values may be described by a different fractal dimension from D f . When the 
fractal dimension depends on the strength of the quantity, the distribution is called 
multifractal. In this sense, the distribution of the squared amplitude of a critical wave 
function possesses multifractality and an infinite number of exponents are required 
to characterize the statistical properties of the wavefunction. 

The density of states near the Anderson transition point is generally a smooth 
function of the energy and it seems that multifractality does not appear in the energy 
spectrum, in contrast to other fractal systems such as quasicrystals. However, if we 
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describe the spectral property in tenus of a local density of states, the multifractal 
nature of the energy spectrum emerges even for the Anderson transition. Multifractal 
properties at the Anderson transition point are significant not only for describing 
the spatial or energy profile of the critical wavefunction, but also for understan­
ding the critical dynamics of electrons. This is because some of the multifractal 
exponents are related to exponents characterizing dynamical properties at criticality. 
Electron systems at the transition point are believed to be invariant under the local 
scale transformation. In 2D systems, this symmetry (conformal invariance) leads to 
a relation between the scaling amplitude and multifractal exponents. Multifractal 
analysis at the Anderson transition is crucial for understanding critical properties of 
the quantum phase transition. We present detailed descriptions of the relevance of 
multifractals to the Anderson transition in Chaps. 9 and 10. 



2. Fractals 

2.1 Fractal Structures 

Fractal structures are classified into two categories, i.e., deterministic fractals and 
random fractals. Deterministic fractal structures can be easily understood by pre­
senting some examples. A typical example is the Mandelbrot-Given fractal [2.1], 
which can be constructed by starting with a structure with 8 line segments as shown 
in Fig. 2.la (the first stage of the Mandelbrot-Given fractal). In the second stage, 
each line segment of the initial structure is replaced by the initial structure itself 
(Fig. 2.2b). This process is repeated indefinitely. The Mandelbrot-Given fractal pos­
sesses an obvious dilatational symmetry, as seen from Fig. 2.1c, i.e., if we magnify 
a part of the structure, the enlarged portion looks just like the original one. 

The Sierpinski gasket is the other well-known example of a deterministic fractal. 
It is obtained by extracting iteratively central triangles from triangles in the previous 
step. Figure 2.2 illustrates the Sierpinski gasket up to the third stage of the hierarchy. 

Deterministic fractal structures are equivalent to self-similar structures. In other 
words, fractals are defined to be objects invariant under isotropic scale transforma­
tions, i.e., uniform dilatation of the system in every spatial direction. In contrast, 
there exist systems which are invariant under anisotropic (affine) transformations. 

--R-
(a) (b) (c) 

Fig. 2.1. Construction of the Mandelbrot-Given fractal. (a) The initial structure with 8 line 
segments, (b) the object obtained by replacing each line segment of the initial structure by 
the initial structure itself (the second stage), and (c) the third stage of the Mandelbrot-Given 
fractal obtained by replacing each line segment of the second-stage structure by the initial 
structure 
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(a) (b) (c) 

Fig. 2.2. Construction of the Sierpinski gasket. (a) The initial structure with 3 triangles, i.e., 
the structure obtained by extracting a central inverted triangle from an original triangle. (b) 
The object obtained by replacing each triangle of the initial structure by the initial structure 
itself (the second stage). (c) The Sierpinski gasket obtained by performing this procedure 
iteratively 

These are called self-affine fractals [2.2-2.4]. From the above examples of determi­
nistic fractals, we see that there does not exist a characteristic length scale in fractal 
structures. 

The geometric characteristics of random fractals can be understood by consi­
dering two extreme cases of random structures. Figure 2.3a represents the case in 
which particles are randomly but homogeneously distributed in a d-dimensional box 
of size L. If we divide this box into smaller boxes of size I, the mass density of the 
i th box is 

(2.1) 

where Mi (I) represents the total mass inside box i. 
This quantity depends on the box i. By plotting the distribution function pep), 

we may have curves like those in Fig. 2.3b for two box sizes II and 12 (11 < 12). We 
see that the central peak position of the distribution function P(p) is the same for 

(a) (b) 

Fig. 2.3. (a) Homogeneous random structure in which particles are randomly but homoge­
neously distributed, and (b) the distribution functions of local densities p, where p(/) is the 
average mass density independent of I 
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each case. This means that the average mass density 

_(I) = (Mi(l)}i 
P [d 

becomes constant, indicating that (Mi(l)}i ex [d. In this case, it follows that 

p =mjil, 

(2.2) 

(2.3) 

where ii is the average distance between particles and m the mass of a single particle. 
This indicates that there exists a single length scale ii characterizing the random 
system given in Fig. 2.3a. 

The other type of random structure is shown in Fig. 2.4a, where particle positions 
are correlated with each other and Pi (l) greatly fluctuates from box to box, as shown 
in Fig. 2.4b. The relation (Mi(l)}i ex [d may not hold at all for this type of structure. 
Assuming the power law (Mi (l) ) i ex [Dr, the average mass density becomes 

p(l) = (Mi(l)}i ex [Dr-d , 
[d 

(2.4) 

provided that Pi(l) = 0 is excluded. In the case Df < d, p([) decreases with increa­
sing [. There is thus no characteristic length scale for the type of random structure 
shown in Fig. 2.4a. If (2.4) holds with Df < d, so that (Mi(l)}i is proportional to 
[Dr, the structure is said to be fractal in a statistical sense. For both deterministic and 
random fractals, no characteristic length scale exists, and this is an important feature 
of fractal structures. 

(a) 

3 

2 

o~~~----~~--~~~~ 
0.0 1.0 P 

(b) 

Fig. 2.4. (a) Correlated random fractal structure in which particles are randomly distributed, 
but correlated with each other, and (b) the distribution functions of local densities p with finite 
values, where the average mass densities depend on I 

2.2 Fractal Dimensions 

We know from experience that the spatial dimensions of a line and a plane are 1 
and 2, respectively, and we understand the meaning of 3D space. These Euclidean 



8 2. Fractals 

(a) (b) (c) 

Fig. 2.5. A line divided into two segments (a), a square divided into four parts (b), and a cube 
divided into eight parts (c) 

dimensions d take integer values. One definition for this quantity is as follows: 
suppose we are to divide a line, a square and a cube into identical forms whose sides 
are half the length. We thus divide the line into 2 smaller ones, and the square and 
the cube into 4 and 8 smaller ones, respectively (Fig. 2.5). The numbers 2, 4, and 8 
can be related to d by N(2) = 2d. The exponent d (= 1,2,3) is given by 

logN(2) 
d= , 

log 2 
(2.5) 

where the Euclidean dimensions d take integer values. 
We generalize this definition of dimension to fractal structures. Deterministic 

fractal structures can be composed of N(a) identical parts of size l/a, as explained 
in Sect. 2.1. Extending (2.5), the generalized dimension is defined by 

10gN(a) 
Df= , 

log a 

where the quantity Df is not restricted to integer values. This implies 

N(a) = aDr • 

(2.6) 

(2.7) 

The exponent Df is called the similarity dimension. For example, let us apply this 
definition to the Mandelbrot-Given fractal shown in Fig. 2.1. The Mandelbrot-Given 
fractal is composed of 8 parts of size 1/3. Hence, from (2.6), the similarity dimension 
Df for this structure is 

Df = log3 8 = 1.89278 ... , (2.8) 

which takes a fractional value. The same procedure applieds to the Sierpinski stru­
cture of Fig. 2.2. Its self-similarity is recognized from the fact that Fig. 2.2a is 
composed of 3 identical parts of size 1/2, which gives 

Df = log2 3 = 1.58496. .. . (2.9) 
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These similarity dimensions are smaller than the embedding dimension dE = 2. The 
relation Df < dE generally holds for fractal structures observed in nature. 

Although the similarity dimension extends the concept of dimensions to non­
integer values, the similarity dimension can be defined only for deterministic fractals. 
In order to allocate a dimension to a random fractal structure, it is necessary to in­
troduce definitions of dimensions other than the similarity dimension. The capacity 
dimension and the Hausdorff dimension are suitable for this purpose [2.2]. These 
dimensions are based on the coverage procedure. Here we will not touch on the 
mathematical details, but rather try to understand the intuitive meaning. This is be­
cause a rigorous calculation of the capacity dimension or the Hausdorff dimension is 
generally difficult, and physics does not generally require such a rigorous treatment. 

Let us consider again the dimensions of shapes in Fig. 2.5. We try to cover a 
line segment, a square, and a cube with spheres of radius I. It is obvious that the 
least numbers N(l) of spheres required to cover the whole shapes are proportional to 
(L/I), (L/I)2, and (L/I)3 for the line segment, the square, and the cube, respectively, 
where L is the size of the shapes. This gives a new definition of dimension as 

N(I) ex I-D , (2.10) 

where D is the capacity dimension. It is possible to evaluate D for a random fractal 
structure such as the one shown in Fig. 2.4a. As discussed in Sect. 2.1, the average 
number of particles in a box of size I is given by (Mi (/))i ex [Df. The total number of 
particles in the system is proportional to N(l)(Mi(l))i, where N(l) is the number of 
boxes, excluding empty boxes. Since the total particle number does not depend on I, 
we have N(l) ex I-Df. This implies that the exponent Df defined by (2.4) is nothing 
but the capacity dimension D of the system. The capacity dimension can be defined 
for deterministic fractals as well. 

We can calculate the capacity dimension of the Mandelbrot-Given fractal 
in Fig. 2.l. The Mandelbrot-Given fractal of unit size satisfies N(I/3) = 8, 
N«1/3)2) = 82, and so on. We thus have a relation of the form 

N(/) ex 1- 1og3 8 , (2.11 ) 

which gives D = log3 8. The exponent log3 8 = 1.89278 ... is identical to the simi­
larity dimension Df of the Mandelbrot-Given fractal obtained in (2.8). The capacity 
dimension of any deterministic fractal is always the same as its similarity dimension. 
The Hausdorff dimension is defined similarly to the capacity dimension, where the 
radii of covering spheres are not constant but less than I. The Hausdorff dimension 
coincides with the capacity dimension for many fractals in nature, although the 
Hausdorff dimension is mathematically less than or equal to the capacity dimension. 
There exist non-integer dimensions other than the similarity, the capacity, and the 
Hausdorff dimensions, such as the information dimension and the correlation di­
mension, as will be introduced in Chap. 4. Sometimes these take the same value and 
sometimes not. While the fractal dimension Df is often defined as a generic term 
among these non-integer dimensions, this book refers to the capacity dimension as 
the fractal dimension. 
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2.3 Methods for Obtaining Fractal Dimensions 

There are several methods for obtaining fractal dimensions Df of fractal objects, 
especially useful for random fractal structures. In general, we use more than one 
method to determine the fractal dimension Df of the object. The following methods 
for obtaining the fractal dimension Df are known to be quite efficient [2.5]. 

Physical Measures. In mathematics, length, area, and volume are special cases of 
measures. For example, length is the measure of a ID object, area the measure of a 
2D object, and volume the measure of a 3D object. By extending this notion, we can 
evaluate non-integer dimensions of fractal structures. 

Let us consider the example of a cube with unit linear dimension. Magnifying 
the linear dimension by a factor of two, the surface area S and the volume V become 
22 and 23 times as large as those of the original cube, respectively (Fig. 2.5). Hence, 
when the linear dimension L is magnified n times, SI/2 and VI/3 become n times as 
large. The following relation therefore holds between the length L and the Euclidean 
measures S and V: 

L ex: SI/2 ex: V 1/3 . (2.12) 

This relation leads us to expect the following relation for fractal objects: 

Lex: M(L)I/Df , (2.13) 

where Df is the fractal dimension and M a suitable measure. In fact, Df defined 
by (2.13) is equivalent to the capacity dimension defined by (2.10) if we chose M 
appropriately. 

As an example, we consider a set of particles with unit mass m distributed in a 
d-dimensional space. We can determine the fractal dimension Df in the following 
manner. Draw a sphere of radius r and denote the total mass of particles included in 
the sphere by M(r). If the particles are uniformly distributed in space, M(r) becomes 

M(r) ex: rd , (2.14) 

where d is the Euclidean dimension taking integer values. When generalizing this 
relation to a random fractal such as Fig. 2.4a, we should note that M(r) is an average 
mass over spheres with different centers. The fractal dimension Df of the mass 
distribution is determined from the relation 

(M(r)) ex: r Df , (2.15) 

where ( ... ) denotes the average over different spheres of radius r. 
This method is efficient if we know a suitable measure for a fractal object. The 

percolating network illustrated in Fig. 2.6 is a typical example of such a fractal, 
where the suitable measure is the number of particles. For 2d percolating networks, 
we have a power law of the form 

(M(r)) ex: r1. 89 ... (2.16) 

for the particle distribution, as shown in Fig. 2.6b. This means that the fractal 
dimension of this system is Df = 1.89 .... 
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(a) (b) 
Fig. 2.6. (a) 2D site-percolating (SP) network and circles with different radii. (b) The power 
law relation between r and the number of particles in the sphere of radius r 

Molecular Adsorption Method. The idea of coverage in the definition of the 
capacity dimension can be applied to obtain the fractal dimension Df of material 
surfaces. An example is the fractality of rough surfaces or porous media. The fractal 
nature is probed by changing the sizes of adsorbed molecules on solid surfaces. 
Power laws are verified by plotting the total number of adsorbed molecules versus 
their size r. The area of a surface can be estimated with the aid of molecules weakly 
adsorbed by van der Waals forces. Gas molecules are adsorbed on empty sites until 
the surface is uniformly covered with a layer one molecule thick. Provided that we 
know the radius r of one adsorbed molecule and the number of adsorbed molecules 
N(r), the surface area S obtained by molecules is given by 

S = N(r)lfr2 . (2.17) 

If the surface of the adsorbate is perfectly smooth, we expect the measured area to 
be independent of the radius r of the probe molecules, which indicates the power 
law 

N(r) ex r-2 . (2.18) 

However, if the surface of the adsorbate is rough or contains pores that are small 
compared with r, less of the surface area S is accessible with increasing size r. For 
a fractal surface with fractal dimension Df , (2.10) gives the relation 

N(r) ex r-Df , (2.19) 

and we have from (2.17) 

S(r) ex r 2- Df . (2.20) 
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Box-Counting Method. This method is convenient for computer calculations and is 
essentially the same as the molecular adsorption method mentioned above. Consider 
as an example a set of particles distributed in a space. First, we divide the space 
into small boxes of size [ and count the number of boxes containing more than one 
particle, which we denote by N(l). From the definition of the capacity dimension 
(2.10), the number of boxes is 

N(l) ex [-Df . (2.21) 

For homogeneous objects distributed in a d-dimensional space, the number of boxes 
of size [ is, of course, given by 

N(l) ex Zd . (2.22) 

Correlation Function. The fractal dimension Df can be obtained via the correlation 
function, which is the fundamental statistical quantity observable in X-ray, light, 
and neutron scattering experiments. Since these techniques are applicable to bulk 
materials (not surfaces), this method is widely used in condensed matter physics. Let 
per) be the number density of atoms at position r. The density-density correlation 
function G(r, r') is defined by 

G(r, r') = (p(r)p(r')) , (2.23) 

where ( ... ) denotes an ensemble average. This gives the correlation of the number­
density fluctuation. Provided that the distribution is isotropic, the correlation function 
becomes a function of only one variable, the radial distance r = Ir - r'l, which is 
defined in spherical coordinates. Due to the translational invariance of the system 
on average, r' can be fixed at the coordinate origin, i.e., r' = O. We can write the 
correlation function as 

G(r) = (p(r)p(O)) . (2.24) 

The quantity (p( r) p(O)) is proportional to the probability that a particle exists at 
a distance r from another particle. This probability is proportional to the particle 
density Q(r) within a sphere of radius r. Since Q(r) ex r Df - d for a fractal distribution, 
the correlation function becomes 

(2.25) 

where Df and d are the fractal and the embedded Euclidean dimensions, respectively. 
The scattering intensity in an actual experiment is proportional to the structure 

factor Seq), which is the Fourier transform of the correlation function G(r). The 
structure factor is calculated from (2.25) as 

Seq) = ~ Iv G(r)eiq.r dr ex q-Df , (2.26) 
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where V is the volume of the system. Here we use the fact that the d-dimensional 
volume element is given by dr ex: rd- 1 sind- 2 edrdedcpl dcp2 ... dcpd-2 in spherical 
coordinates, where e is the angle between q and rand CPI, CP2, • •• are azimuthal 
angles. Using this relation, we can determine the fractal dimension Dr from the data 
obtained by scattering experiments. 

When applying these methods to obtain the fractal dimension Dr, we need 
to take care over the following point. Any fractal structures in nature must have 
upper and lower limits for their fractality. Fractal properties should be observed 
only between these limits. These limits play important roles in condensed matter 
physics. To illustrate this, we show in Fig. 3.4 in Chap. 3 the calculated results of 
Seq) for 2D bond-percolating (BP) and site-percolating (SP) networks at the critical 
concentration Pc. We will see the difference between the lower limits for BP and SP 
networks. 

2.4 Fractal Dimension of Aerogels 

It is known that aerogels adopt fractal structures. Aerogels are obtained by the method 
found by Kistler [2.6], which produces extremely light materials with porosities as 
high as 98%. The initial step in the preparation of silica aerogels is the hydrolysis 
of an alkoxysilane Si(ORk where R is CH3 or C2HS. The hydrolysis produces 
silicon hydroxide Si(OH)4 groups which polycondense into siloxane bonds -Si-O­
Si-, and small particles start to grow in the solution. These particles bind to each 
other by cluster--cluster aggregation, forming more siloxane bonds, until eventually 
they produce a disordered network filling the reaction volume. At this point the 
solution gels. The reactions are not normally complete at this gel point and the 
cluster networks continue to grow in the alcogel phase. After suitable aging, if the 
solvent is extracted above the critical point, the open porous structure of the network 
is preserved and decimeter-size monolithic blocks with a range of densities from 50 
to 500 kg/m3 can be obtained. 

These blocks have a very low thermal conductivity, solid-like elasticity, and 
very large internal surfaces. As a consequence, aerogels exhibit unusual physical 
properties, making them suitable for a number of practical applications, such as 
Cerenkov radiation detectors, supports for catalysis, or thermal insulators. Silica 
aerogels possess two different length scales. One is the radius r of primary particles. 
The other length is the correlation length of the gel. At intermediate length scales, 
lying between these two length scales, the clusters possess a fractal structure and 
at larger length scales the gel is a homogeneous porous glass. Figure 2.7 shows a 
computer-simulated microscopic aerogel structure at a length scale comparable to 
the correlation length ~, which is of order 100-200 nm for 2% density. This figure 
was obtained by applying the diffusion-limited cluster-aggregation model. 

In elastic scattering experiments, the scattering differential cross-section mea­
sures the Fourier components of spatial fluctuations in the mass density. For aerogels, 
the differential cross-section is the product of three factors, and is expressed by 
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Fig. 2.7. Computer-simulated structure of an aerogel found by applying the diffusion-limited 
cluster-aggregation model. (Courtesy of T. Haard) 

da 
dQ = AJ2(q)S(q)C(q) + B . (2.27) 

Here A is a coefficient proportional to the particle concentration and J(q) is the 
primary-particle form factor. The structure factor Seq) describes the correlation 
between particles in a cluster and C(q) accounts for cluster-cluster correlations. The 
incoherent background is expressed by B. The structure factor Seq) is proportional 
to the spatial Fourier transform of the density-density correlation function defined 
by (2.24), and is given by (2.26). Since the structure of the aerogel is fractal up 
to the correlation length I; of the system and homogeneous at larger scales, the 
correlation function G(r) is expressed by (2.25) for r « I; and G(r) = Const. for 
r » 1;. Corresponding to this, the structure factor S(q) is given by (2.26) for ql; » 1, 
while Seq) is independent of q for ql; « I . The wavenumber regime for which Seq) 
becomes a constant is called the Guinier regime. The value of Df can be deduced 
from the slope of the observed intensity versus momentum transfer (ql; » 1) in 
a double logarithmic plot. For very large q, there exists a regime called the Porod 
regime in which the scattering intensity is proportional to q-4. 

The beautiful results in Fig. 2.8 are from elastic scattering experiments on silica 
aerogels [2.7]. The various curves are labelled by the macroscopic density p of 
the corresponding sample in Fig. 2.8. For example, 95 refers to a neutrally reacted 
sample with p = 95 kg/m3. Solid lines represent best fits. They are presented even 
in the particle regime (q > 0.15 A - I) to emphasize that the fits do not apply in 
that region, particularly for the denser samples. Remarkably, Df is independent of 
sample density to within experimental accuracy: Dr = 2.40 ± 0.03 for samples 95 
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to 360. The departure of Seq) from the q-Df dependence at large q indicates the 
presence of particles with gyration radii of a few A. 

2.5 Brownian Motion and its Fractal Nature 

Pioneering work by Einstein [2.8,2.9] opened the way to investigating the movement 
of small particles suspended in a stationary liquid, i.e., Brownian motion. Figure 2.9 
shows a typical example of the Brownian track of a putty grain of radius 0.53 Ilm 
[2.10], where its positions are measured every 30 s. Einstein [2.8,2.9] demonstrated 
that Brownian motion can be reduced to a random walk. Since the trail of a random 
walker provides a good example for understanding the meaning of random fractals, 
we describe the details here. 

The treatment of Brownian motion is simplified by replacing the molecule by 
an ant on a regular lattice. Suppose that the ant executes a random walk by taking 
a step every second on a d-dimensional lattice. The ant starts at time t = 0 from 
an arbitrary point of the lattice. The number of possible orientations w for the ant 
depends on the dimensionality. We have w = 2 for aID chain, w = 4 for a 2D 
square lattice, and w = 6 for a 3D cubic lattice. If the ant walks in each direction 
with equal probability, the probability of choosing any given walking direction is 
p = 1/ w at each time step. 
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Fig. 2.9. Brownian motion of a putty grain of radius 0.53 j.lm. Positions are measured every 
30 s [2.10] 

As a simple example, consider Brownian motion in a ID chain, for which we 
have w = 2 (right or left orientations) and p = 1/2. The displacement of the ant in 
one step is assumed to be unity. The position of the ant at the Nth time step becomes 

N 

x(N) = L a(i) , (2.28) 
;=1 

where a(i) takes values ± 1 with probability 1/2. The expectation value of a(i) is 
given by 

2 

(a(i)) = Lam(i)P = 0, (2.29) 
m=1 

where am (i) is the possible value of a(i), i.e., al (i) = 1 and a2 (i) = -1. This leads 
to 

(x(N)) = 0 . (2.30) 

Using (2.28), the mean-squared displacement is given by 

N N 

(x2(N)) = L (a(i)a(j)) = L(a2(i)) = N . (2.31) 
;.j=1 ;=1 

This is the case for independent events. 
The relations (2.30) and (2.31) hold for Brownian motion in a lattice of any 

dimensions. The position of the ant at the Nth time step is now expressed as 

(2.32) 
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where e; is the unit vector along the lattice coordinates, x(N1), y(N2), ... are dis­
placements in ID Brownian motions, given by (2.28), and N = NI + N2 + .... The 
expectation value of r(N) is 

(r(N») = ° , (2.33) 

because (x(NI») = (y(N2») = ... = 0, as shown by (2.30). The vector r is 
considered as the end-to-end vector of the displacement after N steps. This is a 
natural result because the ant chooses a site as a completely independent event. 
However, the mean-squared displacement of the ant becomes finite and increases 
monotonically with N as shown below. The displacement vector rafter N steps is 
the sum of N vectors 

N 

r = a(l) + a(2) + ... + a(N) = L a(i) , 
;=1 

where a(i) is the displacement vector at the i th step and Ja(i)J 
squared displacement is 

N 

(r2) = L(a(i) . a(j») = L(a2(i») = N , 
;.j ;=1 

(2.34) 

1. The mean-

(2.35) 

where all cross-terms vanish after averaging. From (2.35), we see that the spatial 
extent of the random walk grows as r = N 1/ 2. 

Suppose that the ant carries a bag filled with grains of rice and leaves behind a 
single grain at each step. Hence, the analog of the trail of the ant is the distribution of 
grains of rice. This analog makes it possible to regard the number of steps N as the 
total mass of distributed grains of rice M. Using (2.35), this leads to the important 
relation 

M(r) ex r2 , (2.36) 

where M(r) is the mass of grains of rice within a sphere of radius r. Since the mass 
M(r) can be considered as a measure of the random walk, the fractal dimension of 
distributed grains due to the Brownian motion becomes Df = 2, from the definition 
(2.15). 
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The theory of percolation was initiated in 1957 by Broadbent and Hammersley [3.1] 
in connection with the diffusion of gases through porous media. At that time Broad­
bent was a researcher at the British Coal Utilization Research Association working 
on the design of gas masks made of porous filters. He noticed that if pores are wide 
and well connected, the gas molecules penetrate deep into the filter. Otherwise the 
gas cannot pass through. He brought this problem to the mathematician Hammers­
ley [3.2]. They developed the geometrical and probabilistic theory of percolation. 

Since their work, it has been widely accepted that percolation theory describes 
a large number of physical and chemical phenomena such as gelation processes, 
transport in amorphous materials, hopping conduction in doped semiconductors, the 
quantum Hall effect, and many other applications. In addition, it forms, of course, 
the basis for studies of the flow of liquids or gases through porous media [3.3]. It 
was first noticed by Stanley [3.4] that a percolating network is a fundamental model 
describing geometrical features of random systems and that it constitutes a fractal 
structure. Percolating networks thus serve as a model which helps us to understand 
physical properties of complex fractal structures [3.5]. 

In the present chapter, we focus our attention on the critical behaviour of percola­
ting networks, particularly with regard to their scaling properties. The scaling ansatz 
is an important physical postulate, useful for investigating the critical behaviour 
of percolating networks. This chapter also presents the physical model called the 
nodes-links-blobs model, which gives a good description of the static and dynamic 
properties of percolating networks. 

3.1 Critical Exponents and Scaling Relations 

The percolation theory describes properties of critical phenomena, which include 
thermodynamic second-order phase transitions. The second-order phase transition is 
a phenomenon whereby the macroscopic state of a system alters due to the formation 
of a kind of order in the system. A common feature of second-order phase transitions 
is that the so-called correlation length ~(1) diverges at the critical temperature Tc 
according to the power law 

(3.1) 
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where So is a constant prefactor and v is the divergence of ~(n with temperature T. 
It is well established that critical behaviour is dominated by one and only one length 
scale ~. At temperatures T > Tc , ordered clusters of finite sizes appear in the system. 
When T approaches the critical point Tc , clusters grow and merge together to form 
an infinite cluster. 

In the percolation theory, the occupation probability P of sites or bonds plays 
the same role as the temperature in thermal critical phenomena. In the analogy with 
(3.1), the correlation length ~,defined as the root-mean-square distance between two 
occupied sites i and j within the same cluster, should diverge at a certain value of 
Pc according to 

(3.2) 

This will be discussed in detail later. Hereafter, we call Pc the percolation threshold 
or the critical concentration. We emphasize that Pc is defined for infinite systems 
and the correlation length ~ is defined as an average value. In the scaling theory of 
percolation, the correlation length ~ is assumed to be a unique characteristic length 
scale, as in the case of thermal phase transitions. This assumption provides a basis 
for the scaling ansatz which will be presented later in this section. The difference 
between second-order thermodynamic phase transitions and percolation transitions 
is that decreasing temperature T corresponds to increasing p. The exponent v in 
(3.1) is called the correlation length exponent. For an infinite cluster obtained at 
p = Pc, the characteristic length scale ~ of the system diverges, indicating that the 
length scale vanishes in the system. This reminds us of the formation of a fractal 
structure without a characteristic length scale, i.e., a scale-invariant system. 

There are two kinds of percolating networks: site percolating and bond perco­
lating. To construct a site-percolating (SP) network, each lattice point (site) of an 
initially prepared d-dimensional lattice is occupied at random with probability p. 
Sites are connected by bonds if they are adjacent along a principal direction. In a 
bond-percolating (BP) network, adjacent lattice points are randomly connected by 
bonds on a d-dimensional lattice with probability p. For both types of percolating 
network, if p is sufficiently small, we have small clusters connected to each other as 
shown in Fig. 3.1. With increasing p, cluster sizes become large. A critical concen­
tration Pc exists such that, for p ::: Pc, a connected cluster will extend continuously 
across the lattice. The latter is referred to as an infinite cluster. The structural diffe­
rence between SP and BP networks is on a short scale, i.e., a bond has more nearest 
neighbors than a site. For example, in a 2D square lattice, a given bond can be con­
nected to six nearest-neighbor bonds, whereas a site has only four nearest-neighbor 
sites. We have illustrated SP and BP networks in Fig. 3.2. This is why BPs always 
have a smaller Pc than SPs. Table 3.1 shows the values of Pc for various lattices and 
dimensions. 

Percolating networks are characterized by quantities describing geometrical pro­
perties such as the order parameter Poo(p), the number of finite clusters E(p), the 
average cluster size S(p), and the correlation length Hp). All these quantities are 
defined as moments of a distribution function ns (p) of the number (per site) of finite 
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Fig. 3.1. Finite clusters with different sizes are distributed on a 2D square lattice. Cluster sizes 
s are indicated 
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Fig. 3.2. (a) Site-percolating network formed on a 2D square lattice and (b) bond-percolating 
network at the critical concentration Pc. The difference between these is only crucial at 
short-range scales 

clusters of size s (site number). The critical structure of percolating networks at Pc 
allows us to apply the scaling ansatz for the distribution function ns(p). The scaling 
ansatz is based on the idea that there exists a unique characteristic length scale ~ in 
a percolating network close to the critical point Pc. This length ~ provides a chara­
cteristic cluster size si; (p), namely, the largest cluster size for p < Pc or the largest 
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Table 3.1. Values of Pc for various lattices and dimensions 

d Lattice Sites Bonds 

Square 0.5927460±0.0000005 112 

Triangle 112 2 sin(n/18)a 

2 Honeycomb 0.6962 1 - 2 sin(n/l8)b 

Kagome 0.652704 0.524430 

Penrose 0.5837±0.0003 0.4 nO±0.OO02 

Simple cubic (1st nn) 0.31161 0.2488±0.OOO 1 

Simple cubic (2nd nn) 0.137 

Simple cubic (3rd nn) 0.097 

3 Body-centered cubic 0.245 0.1795±0.0003 

Face-centered cubic 0.198 0.119 

Diamond 0.428 0.388 

4 Simple cubic 0.197±0.00l 0.16005±0.00015 

5 Simple cubic 0.14l±0.001 0.11819±0.00004 

6 Simple cubic 0.108 0.09420±0.OOO 1 

7 Simple cubic 0.085 0.078685±0.00003 

d ---+ 00 1/(2d - 1) 1/(2d - 1) 

Cayley tree 1/(z - 1) 1/(z - 1) 

a 2sin(n/18) = 0.34729. 
b 1 - 2sin(n/18) = 0.65271. 

void size for P ::: Pc [3.5]. This implies that any statistical quantity as a function of 
the cluster size s can be scaled by s~(p) alone. The distribution function ns(p) as a 
function of s is then expressed as 

ns(p) = s-r F[s/s~(p)] , (3.3) 

where F(x) is an unknown function and T an exponent. The quantity s~(p) is a fun­
ction of ~. The functional form should be a power of ~, otherwise new characteristic 
length scales are introduced. Therefore, close to Pc, s~(p) takes the form 

s~(p) ex Ip - Pcl- 1fry , (3.4) 

where we introduce a new exponent rJ. An alternative form of (3.3) for p ---+ Pc is 
found from (3.4) to be 

(3.5) 

where F(x~) = F(x). Scaling forms for various physical quantities characterizing 
the network are related through (3.5), which we will describe below [3.5]. 

The Exponent {3. The probability P 00 (p) that a site belongs to the infinite cluster 
is associated with the exponent {J. Note that Poo(p) is finite for p > Pc, while 
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Poo(p) = 0 for P ::s Pc. Since an occupied site must either be in a finite cluster or in 
the infinite cluster, we have the relation 

(3.6) 

For P < Pc, only finite clusters exist and Ls ns(p)s = p. When p approaches Pc 
(p > Pc), the above relation can be written in the form 

(3.7) 

using the relations Poo(Pc) = 0 and Ls ns(pc)s = Pc. With the help of (3.5), (3.7) 
becomes 

(3.8) 

where the definition y = (p - Pc)sry is used. Changing the variable s to y, (3.8) 
yields 

where Po is the constant prefactor given by 

and the critical exponent f3 is defined as 

r-2 
f3=-. 

11 

for p > Pc , (3.9) 

(3.10) 

(3.11) 

The quantity Poo(p) was first introduced by Broadbent [3.6] and corresponds to the 
order parameter for thermal critical phenomena. Since the order-parameter exponent 
f3 should always be less than unity but positive, the first term of (3.9) dominates for 
p - Pc « 1. Hence, 

for p > Pc . (3.12) 

We should note that P 00 (p) is proportional to p when approaching unity, as shown 
in Fig. 3.3. 1 

1 It is obvious from the definition that P 00 (1) = 1. If P is close to unity, voids including 
plural vacant sites may be very rare since such a void requires vacant sites to gather around 
one vacant site. The probability of such an event is quite low. This factor is safely neglected 
and we have the simple relation Poo(p) = pas p -+ 1 [3.3]. 
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Fig. 3.3. Concentration dependence of the correlation length ~ and of the probability Poo of 
finding a site belonging to an infinite cluster (order parameter) 

The Exponent a. This is the exponent for the total number of finite clusters E (p). 
It is related to the number ns(p) of clusters of size s by 

E(p) = L ns(p) = f s-r i[(p - Pc)sry] ds . 
s 

(3.13) 

We can find the p-dependence of E(p) by the same procedure as in the case of (3.9). 
To leading order in Ip - Pcl, E(p) behaves as 

E(p) ex Ip - Pcl 2- a , 

where the critical exponent a is defined as 

I - i 
a=--+2. 

TJ 

(3.14) 

(3.15) 

For thermal phase transitions, a corresponds to the exponent of specific heat, and 
E(p) to the free energy. 

The Exponent /. The average cluster size S(p) (number of sites or bonds) of finite 
clusters can also be obtained from the moment of ns(p). The quantity given by 

sns(p) 
ws(p) = " () 

L..ssns P 
(3.16) 

is the probability that an occupied site belongs to a cluster of s sites. The average 
cluster size S(p) is written as 

~ L s s2ns (p) 
S(p) = ~sws(p) = " 

s L..s sns(p) 
(3.17) 
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In the limit P ---+ Pc, Ls sns(p) = Pc holds and (3.17) becomes 

S(p) = Ls s2ns(p) . 

Pc 

Substituting (3.5) into (3.18), we obtain 

S(p) = Solp - Pcl- Y , 

where So is the constant prefactor and the exponent y is defined as 

3-T 
y=--. 

17 

For thennal critical phenomena, the analogous quantity is the susceptibility. 
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(3.18) 

(3.19) 

(3.20) 

qth Moment. The quantities E(p), Poo(p), and S(p) are the zeroth, the first, and 
the second moments of the distribution function ns(p). All the statistical quantities of 
the cluster distribution are characterized by the moments of ns(p). The q th moment 
Mq(p) of ns(p) can be calculated in a similar way to (3.12), (3.14), or (3.19) as 

Mq(p) ex (p - Pc/,q , (3.21) 

where the exponent Aq is defined by 

T-q-1 
Aq=----

17 
(3.22) 

It is quite important to note that the exponent of the q th moment depends linearly on 
q. This fact leads to simple and useful relations between exponents, i.e., the so-called 
scaling relations. We will see some of these scaling relations in Sect. 3.3. It should be 
emphasized that the linearity of Aq with respect to q is a consequence of the scaling 
ansatz. 

The Exponent v. The lower cutoff scale characterizing the percolating network 
is the lattice spacing a of the original network. There exists another characteristic 
length ~(p), called the correlation length, mentioned at the beginning of this section. 
We shall see below that the correlation length ~(p) behaves as (3.2). 

The correlation length ~(p) is defined as the root-mean-square distance between 
two occupied sites in the same cluster, averaged over all finite clusters. The average 
distance between two sites in clusters of size s is defined by 

(3.23) 

where Ti is the position vector of site i, the summation is taken over all pairs of sites 
in a cluster of size s, and ( ... ) s denotes the average over all clusters of size s. Here 
we consider the probability z(p) that a cluster including a given occupied site has 
the size s. This probability is given by 

(3.24) 
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because sns is the probability that a site belongs to a cluster of size s. The correlation 
length is an expectation length of Rs with the probability z(p), i.e., 

(3.25) 

It should be noted that there exist other ways to take the average of Rs , such as 
Ls R;sns/ Ls sns and Ls R;nsl Ls ns· Average lengths obtained by such proce­
dures have different meanings from ~ defined by (3.25). The correlation length ~ is 
the expectation value of the linear dimension of a cluster to which a given occupied 
site belongs, but not the expectation value of the linear dimension of a given cluster. 
We postulate the scaling form for Rs as in the case of (3.5), 

(3.26) 

where UT is a new critical exponent. With the help of (3.5) and (3.26), (3.25) leads 
to the relation 

~(p) = Solp - Pcl-v (3.27) 

for the correlation length, where So is a constant prefactor and the exponent v is 
given by 

7ff 
v= -. 

11 
(3.28) 

The correlation length ~(p) represents the characteristic scale of clusters when 
P < Pc. Since ns is the distribution function of finite clusters, ~(p) for P > Pc gives 
the characteristic scales of finite clusters (excluding an infinite cluster). 

We see from (3.26) that the relation Rs ex sW" holds at P = Pc. This is rewritten 
in the form 

(3.29) 

Note that s( Rs) can be considered as a measure of the system since s( Rs) corresponds 
to the total mass M(Rs) within a radius Rs when sites or bonds have unit mass. From 
(2.17), the exponent Df = 1/ UT can be considered as the fractal dimension of the 
percolating network. 

In this section, we introduce several exponents describing the critical behaviour of 
statistical quantities. It should be emphasized that values of these exponents depend 
neither on the underlying lattice type nor the percolation type (SP or BP). This is 
because the correlation length ~(p) alone characterizes critical behaviour, and any 
other length scales introduced by microscopic details of the systems are irrelevant. 
Critical exponents depend only on the dimensionality of percolating networks. This 
crucial feature of critical exponents is called universality. Values of critical exponents 
are listed in Table 3.2. 
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Table 3.2. Percolation exponents for 2D, 3D, 4D and d ::: 6. Rational numbers give exact 
results, whereas those with a decimal fraction are numerical estimates [3.7-3.14] 

Exponents d=2 d=3 

f3 5/36 0.405±0.025 

Y 43/18 1.805±0.02 

v 4/3 0.872±0.007 

Df 91148 2.48±0.09 

3.2 Fractal Dimension 

d=4 
0.639±0.020 

1.435±0.0 15 

0.678±0.050 

3.12±0.02 

d=5 
0.835±0.005 

1.185±0.005 

0.57 I ±0.003 

3.69±0.02 

de::: 6) 

112 

4 

The relation between the fractal dimension Df and the exponents f3 and v can be 
derived from a simple argument. Consider the number of sites M(L) belonging to 
an infinite cluster within a box of size L, which is given by 

for P > Pc . 

With the help of (3.12), we can express (3.30) as 

M(L) = L d Poo(p) ex L d[(p - pc)-vr.B/v . 

Substituting (3.27) into (3.31) leads to 

(3.30) 

(3.31) 

(3.32) 

If the relation ~ » L holds, we can replace ~ by L in (3.32), because L is the unique 
length scale within the box. This yields the important relation 

Thus, the fractal dimension Df is given by 

f3 
Df = d - -. 

v 

(3.33) 

(3.34) 

This relation is called the hyperscaling relation since it depends on the Euclidean 
dimension d. The exponents f3 and v are universal, so that Df is also universal. Values 
of Df are given in Table 3.2. 

If p > Pc and L » ~, ~ in (3.32) cannot be replaced by L. In this case, ~-.B/v in 
(3.32) becomes independent of L (but depends on p). Thus, M(L) is proportional to 
L d, which means that the structure can be regarded as homogeneous at length scales 
larger than ~(p). Therefore, the networks with p > Pc are homogeneous at length 
scales L » ~ and fractal for L « ~, i.e., 

(
LDf 

M(L) ex d' 
L , 

L« ~, 
L» ~. 

(3.35) 
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Fig. 3.4. Structure factor S(q) for 20 SP and BP networks. Dots are for L = 12 systems 
(averaged over 20000 realizations), and full curves for L = 6800. Dotted lines have slope 
Df = 91/48 [3.15] 

We can interpret ~(p) as the length scale up to which the cluster can be regarded as 
fractal. We note that percolating networks at P = Pc take fractal structures over the 
whole length scale. 

The lower limit of a length scale la below which the structure is no longer fractal 
depends on the type of percolation, i.e., SP or BP. This is because random filling 
produces a relatively small number of neighboring sites around an occupied site in SP 
networks, whereas BP networks have many occupied sites on neighbors that are not 
directly connected, as mentioned in Sect. 3.1. This significantly influences the short­
range character of these networks. Figure 3.4 presents the results of a calculation by 
Stoll et al. [3.15], which indicates that the length scale la of BP networks is shorter 
than that of SP networks by one order of magnitude at p = Pc. 

The Chemical Distance. In the context of the fractal geometry of percolating 
networks, we should mention that there is an exponent, besides those described so 
far, that is useful for describing the geometrical properties of percolating networks. 
This exponent is related to the shortest path from one site in a percolating network 
to another. We can define the length of the shortest path Rc between sites i and j as 
the minimum number of steps by which we can reach j from i along the percolating 
path between connected sites. This length Rc is known as the chemical distance. 
It is not the same as the slant distance between the two points (referred to as the 
Euclidean distance). The chemical (or topological) dimension dc is defined from 

(3.36) 

where M(Re) is the number of occupied sites within a sphere of radius Rc. From 
(3.34) and (3.36), we find that the chemical distance between two sites separated by 
the Euclidean distance L takes the form 

Rc ex L Of/ de. (3.37) 
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The ratio Df / de = dmin is the fractal dimension of the shortest path. The chemical 
dimension de has been determined numerically and takes the values de = 1.678 ± 
0.005 and de = 1.885 ± 0.015 for 2D and 3D percolating networks, respectively 
[3.16,3.17]. 

3.3 Finite-Size Scaling and Scaling Relations 

So far we have introduced several critical exponents such as ct, f3, y, r, ry, and Dr. 
These exponents are defined through quantities which are moments of the distribution 
function ns. The scaling form (3.5) of ns includes two exponents rand ry, so that 
only two of the critical exponents are independent. In fact, we find the following 
relations from (3.11), (3.15), (3.20), (3.28), and (3.34): 

and 

ct = 2 - dv, 

f3 r=2+-­f3 + y , 

dv = 2f3 + y . 

(3.38) 

(3.39) 

(3.40) 

(3.41) 

Scaling relations depending on the dimensionality, such as (3.34), (3.38) and (3.41), 
are called hyperscaling relations, as in the case of (3.34). The upper critical dimension 
above which the mean-field theory is valid is d = 6. Mean-field percolation can 
be modelled by percolation on a Cayley tree (Bethe lattice). Hyperscaling relations 
(3.34), (3.38), and (3.41) are valid only for d :::: 6, because values of critical exponents 
for d > 6 do not depend on the dimensionality. 

Values of these critical exponents have been calculated by various numerical 
methods: the renormalization group method, cluster expansion methods, and Monte 
Carlo calculations, as presented in Table 3.2. These numerical calculations have 
been performed on finite percolating networks, although true critical behaviour is 
found only in infinite networks. The idea of finite-size scaling gives us an efficient 
way to extract reliable information about true critical behaviour from numerical 
results for finite-size networks. To describe finite-size scaling, let us consider a 
general quantity x(p, L) defined for percolating networks at concentration p on a 
d-dimensionallattice oflinear dimension L. We assume that this quantity for infinite 
systems is proportional to (p - Pe)X, i.e., 

x(p) ex (p - Pe)X . (3.42) 
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The scaling ansatz suggests that the quantity x should be scaled only by the correla­
tion length~. Therefore, x(p, L) can be written in the scaling form 

x(p, L) = ~-8 X(L/~) , (3.43) 

where 8 is an exponent. For infinite systems (L --+ (0), x(p, L) does not depend 
on L. This implies X(z) = Const. for z --+ 00. Since the quantity x(p, L) behaves 
as (3.42) in this case, we have the relation 8 = X/v. Thus, the scaling form (3.43) 
becomes 

x(p, L) = ~-xlv X(L/~) , (3.44) 

or equivalently 

x(p, L) = (p - Pc)X X [(p - Pc)L Ilv] , (3.45) 

where X(z) = X(ZV). If the correlation length ~ is much larger than the system size 
L, x(p, L) does not depend on~. In this case, from (3.44), the scaling function X(z) 
should be proportional to z-xlv, which gives 

x(p, L) ex: L -xlv, for L «~ . (3.46) 

At the critical concentration Pc, (3.46) holds for any finite (but large) L because the 
correlation length ~ diverges, i.e., 

x(L) ex: L -xlv, at p = Pc. (3.47) 

This implies that we can obtain the value of X from numerical calculations for finite 
systems if the exponent v and the critical concentration Pc are known. 

Values of v and Pc can be calculated from finite-size simulations by the following 
procedure. Let Q(p, L) be the probability of finding a spanning (percolating) cluster 
over a finite system of size L at concentration p. For infinite systems, Q(p) becomes 
a step function because Q(p) = 0 for p < Pc and Q(p) = 1 for p 2: Pc. If the 
system size is finite, there exists a probability of finding a percolating cluster even 
for p < Pc and also a probability of not finding a percolating cluster for p 2: Pc. 
The p-dependence of Q(p, L) for finite L is a smoothly increasing function from 
o to 1 when p is increased from 0 to 1. This function is also scaled by ~, with the 
scaling form 

Q(p, L) = K(L/~) = K [(p - Pc)L Ilv] , (3.48) 

where K(z) = K(zV). The first derivative of Q(p, L) with respect to p is the 
probability that a percolating cluster in a system of size L appears for the first time 
at concentration p, because Jol(dQ/dp)dp = 1. From (3.48), this probability has 
the scaling form 

dQ = L Ilv Kf [(p _ Pc)L Ilv] . 
dp 

(3.49) 
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Using this probability, we can define the effective percolation threshold Peff(L) as 

Peff = 10 1 
P (~~) dp, (3.50) 

at which clusters in finite systems of size L percolate on average. Substituting (3.49) 
into (3.50) yields 

Peff(L) = Pc + cL -l/v , (3.51) 

where c is the constant given by c = f zK'(z)dz. In numerical calculations, Peff 

can be obtained by putting particles one by one at randomly chosen sites on a d­
dimensional lattice of size L. If we find a percolating cluster for the first time after 
N particles have been placed, the threshold concentration for this random sequence 
is N / L d. Repeating this procedure many times with different random sequences, the 
average value of the threshold concentrations gives Peff(L). From (3.51), we plot 
Peff - Pc versus L on a log-log scale. This plot gives a straight line for a suitable 
value of Pc which is the critical concentration for infinite systems. The slope of the 
straight line provides the value of the exponent v. 

Values of X, v, and Pc can also be determined using the scaling form of (3.45) 
for x(p, L). This method is more straightforward than the method mentioned above, 
but requires more computational effort. We measure the quantity x(p, L) for many 
realizations of percolating networks at concentration P, formed on a finite system 
of size L, and average x(p, L) over the percolation realizations. Performing similar 
calculations for different values of P and L, x(p, L) is obtained for various P and 
L. We then plot the quantity X = (p - Pc)-Xx(p, L) as a function of (p - Pc)L 1/ v , 

where X, v, and Pc are fitting parameters. Values of X, v, and Pc are determined so 
that the data of X collapse onto a single curve. 

Figure 3.5 shows an example of the finite-size scaling analysis for the order 
parameter Poo(p) defined by (3.7). Values of Poo(p, L) for 2D BP networks with 
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Fig. 3.5. The probability Poo(p, L) of finding a site belonging to a spanning cluster. Different 
symbols represent data for different system sizes. Each data point has been obtained by 
averaging over many samples (1000 samples for L = 30 and 500 for L = 150) 
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several system sizes L are plotted in the figure as a function of concentration p. Each 
symbol represents an average value of Poo(p, L) over 102_103 samples. Poo(p, L) 
approaches a step-like function with increasing L. Rescaling data by means of 
pc = 0.5, fJ = 5/36, and lJ = 4/3, the data in Fig. 3.5 collapse onto a single curve 
with two branches as shown in Fig. 3.6. The upper and lower branches represent data 
for P > Pc and P < Pc, respectively. If we use Pc = 0.51 or Pc = 0.49 instead of 
Pc = 0.5 while keeping the values of fJ and lJ, the data significantly scatter around 
the curve, implying that Pc is very close to 0.5. The idea of the finite-size scaling 
presented here is quite important in numerical calculations, not only for percolation 
transitions but also for other critical phenomena. The finite-size scaling technique 
for the Anderson metal-insulator transition will be presented in Sect. 9.5 . 
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Fig. 3.6. Rescaled plot of data shown in Fig. 3.5. The scaling parameters are chosen as 
pc = 0.5, fJ = 5/36, and v = 4/3. Corresponding to data for P > Pc and P < Pc, there exist 
two branches of the scaling curve 

3.4 Nodes-Links-Blobs Model 

A very useful model for an infinite network near Pc was first proposed by Skal and 
Shklovskii [3.18] and de Gennes [3.19]. This model, called the nodes-links-blobs 
model, enables us to understand geometrical and dynamical features of percolating 
networks, such as electron transport or elastic properties, in a transparent manner. 

A percolating network is constructed from several parts with different characters. 
For example, consider an elastic percolating network at p = Pc stretched as shown in 
Fig. 3.7. For this stretched network, singly-connected bonds bear large deformations, 
while multiply-connected bonds do not. When cutting a singly-connected bond, the 
network is decomposed into two networks. We refer to these singly-connected bonds 
as links and the multiply-connected bonds as blobs. A network for p > Pc cannot 
be separated into two networks by cutting any bond in the network. As mentioned in 
Sect. 3.2, a percolating network for p > Pc has a fractal structure on any scale less 
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Fig. 3.7. Stretched elastic percolating network. The elastic energy concentrates on a single 
connected bond (shown by a thick line) 

than the correlation length ;. This means that geometrical features of the network 
for P > Pc are similar to those of a critical network (p = Pc), within the scale of 
;. There thus exist singly-connected bonds in the partial structure of size; within 
the whole percolating network for p > Pc. These bonds are also called links. 
Links and blobs form the backbone of the percolating network. The backbone has 
translational symmetry on a scale larger than; in a statistical sense. Constituents 
of the percolating network other than the backbone are called dead ends. These 
are attached to the backbone and do not contribute elasticity in elastic percolating 
networks. 

In the nodes-links-blobs model, the backbone forms a lattice with lattice spacing 
;(p). Lattice points on the backbone lattice are called nodes. The links and blobs 

(a) (b) 

Fig. 3.8. Schematic illustration of the nodes-links-blobs model. (a) A percolating network 
above Pc. Solid circles indicate nodes forming the homogeneous network at length scales 
L > l;. (b) Structure between adjacent nodes. The hierarchy of the nested blobs is presented. 
If the size of this structure becomes infinite, this provides a model for critical percolating 
networks (the links-blobs model) 
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connecting adjacent nodes are modelled by ID line segments and loops, respectively, 
as shown in Fig. 3.8a. Dead ends modify these links and blobs. In order to reflect 
the fractality of the percolating network within the nodes-links-blobs model, blobs 
are iteratively nested as shown in Fig. 3.8b. Since the correlation length ~ diverges 
at the critical concentration Pc, the critical percolating network corresponds to the 
model in Fig. 3.8b of infinite size (the links-blobs model). In Sect. 3.2, we pointed 
out that the Mandelbrot-Given fractal is often used as a deterministic model of 2D 
percolating networks. It should be noted that the Mandelbrot-Given fractal has links 
and nested blobs, in addition to similar values of the fractal dimensions. 

Stanley [3.4] called the links red bonds and considered the situation where a 
voltage is applied between two sites at opposite edges of a metallic percolating 
network. When a singly-connected bond (red bond) is cut, the current flow stops. 
This bond carries the total current. In his terminology, blue and yellow bonds also 
exist. Blue bonds belonging to blobs carry current, but cutting a blue bond merely 
increases the resistance of the system. Yellow bonds belong to dead ends, and can 
be cut out without changing the resistance. 

The critical behavior of the links (red bonds) was derived by Coniglio [3.20,3.21] 
using renormalization arguments. He verified that the number of red bonds varies 
with p as 

(3.52) 

This relation also indicates that the fractal dimension of the links is 1/ v, because L 1 

is the measure in this case. 



4. Multifractals 

In previous chapters we discussed geometrical properties of fractals characterized by 
fractal dimensions Df. However, the fractal dimension Df is not sufficient to describe 
all features of complex structures or distributions. For example, a distribution of 
mineral resources on earth is one such case. Gold is found in high densities only 
at a few rich places, whereas an extremely small amount of gold exists almost 
everywhere. Assume that areas with gold density larger than PI are colored in red 
on a world atlas, and that areas with gold density larger than P2 « PI) are colored in 
blue. Even if the distribution of red portions on the atlas is characterized by a fractal 
dimension Df, the fractal dimension of the blue region might differ from Df. It can 
be understood intuitively that the fractal dimension of the red region with very large 
PI is close to zero, while the dimensionality of the blue region with very small P2 is 
almost two [4.1]. 

This type of distribution can be found in many situations: the distribution of 
dissipation in turbulent flow [4.2], the distribution of growth probabilities of a 
diffusion-limited aggregation (DLA) [4.3,4.4], the distribution of energy dissipation 
in a fractal resistor network [4.5], and inter-arrival time series ofInternet traffic data 
[4.6]. In order to characterize these systems, we need to extend the fractal concept 
mentioned in Chap. 2. Multifractals described in the present chapter require an entire 
spectrum comprising infinitely many exponents to characterize their distributions. 
The concept of multifractals was originally introduced by Mandelbrot to describe the 
distribution of energy dissipation in turbulent flows [4.2,4.7], and a vast amount of 
work has successively developed useful tools or methods for analyzing multifractals 
[4.8-4.19]. 

4.1 Hierarchical Resistor Network Model 

Before embarking upon a general presentation of multifractals, we illustrate a simple 
example possessing almost all the relevant features of these objects. This is the 
distribution of voltage drops in a hierarchical resistor network (HRN). The structure 
of the HRN is similar to the nodes-links-blobs model mentioned in Sect. 3.4. The 
multifractality of this deterministic model was first discussed by de Arcangelis et 
al. [4.5,4.20] to investigate the voltage-drop distribution of random resistor networks. 

We start with a unit cell constructed from four bonds of unit resistance, as depicted 
in Fig. 4.1a. Next, the four bonds are replaced by unit cells (Fig. 4.1b), and this 
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(a) 

1st generation 

(b) 

2nd generation 

Fig. 4.1. The first and second genera­
tions of the hierarchical resistor network 
(HRN). Each bond has unit resistance. 
The nth generation is created by repla­
cing every bond in the (n - 1) th genera­
tion by the unit cell with four bonds (the 
same as the first generation) 

procedure is repeated indefinitely. The resulting structure possesses a deterministic 
self-similarity. Constituent bonds belong to either links or blobs. The meanings of 
links and blobs are the same as those used in the nodes-links-blobs model for a 
percolating network, described in Sect. 3.4. A link is defined as a bond which, if 
cut, would render the network disconnected. The remaining bonds constitute blobs. 
This structure would thus be regarded as a simplified model of the backbone of 
a percolating network at criticality (see Fig. 3.8b). Note that lengths of individual 
bonds of the HRN are irrelevant. The system size L is defined in connection with the 
geometry of the percolating network as follows. In the n th generation HRN model, 
the number of bonds NB, the total resistance R, and the number oflinks L 1 are given 
by 

and 

respectively. Using (4.3), quantities NB and R are expressed as 

NB = LiB, 

and 

R - L~R 
- 1 ' 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 
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where ~B = (log 4/ log 2) = 2 and ~R = log(5/2)flog 2 = 1.32 .... In a percolating 
network at the critical concentration Pc, the number of links LI is proportional to 
L I/v, as given by (3.52), where L is the system size and v is the exponent for the 
correlation length ~ [4.21]. The system size L of the HRN model can thus be obtained 
using (4.3) and the relation L 1 ()( L I/v as 

From this relation, we have for (4.4) and (4.5) 

NB ()( dB , 
and 

respectively, where ~B = ~B/V and ~R = ~R/V. 

(4.6) 

(4.7) 

(4.8) 

Now let us consider the distribution of voltage drops in the HRN. If a unit voltage 
is applied across the second generation of the HRN, voltage drops for various bonds 
become as shown in Fig. 4.2. There exist three values of the voltage drops, i.e., 
22/52,21/52, and 2° /52. These are combined into a single expression by 

2k 
Vk = 52 ' (k = 0, 1, 2) . 

The number of 'bonds' with voltage drop Vk is given by 

N(Vk) = 22 G) . 
For the n th generation of the HRN, the above argument can be generalized to 

2k 
~=-, ~~ 

5n 

4 

25 
2 

25 
4 

25 
2 

25 25 
2 

25 
4 

25 
2 

25 
4 

25 

Fig. 4.2. Voltage drops in the second generation of the hierarchical resistor network (HRN) 
model across which a unit voltage is applied. We define the resistance of a single bond to be 
unity. Fractional numbers indicate voltage drops between both ends of bonds 
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and 

(k=O,I, ... ,n). (4.10) 

Using the distribution function N(Vk) and the binomial theorem, the q th moment 
(vq) can be calculated as 

(4.11) 

We should note that the q th moment of the distributed quantities V is dominated by 
larger or smaller values of V if q » 1 or q « -1, respectively. By introducing an 
exponent ~q defined by 

(4.12) 

we obtain from (4.6) 

log [~ (1 + 2q )] 
- 5q 
l;q = --=-------=-

vlog2 
(4.13) 

The exponent ~o = 2 j v is the fractal dimension of the 0 th moment. The 0 th moment 
is just the number of bonds. The value of (0 obtained from (4.13) agrees with that of 
(4.7). The exponent of the second moment (2 characterizes the distribution of energy 
dissipations. From (4.13), we have 

- log(5j2) -
l;2 = - = -l;R . 

vlog2 
(4.14) 

Since the second moment given by 

(V2) = L Vf N(Vk) 
k 

represents the total energy dissipation W, and W is given by V2 j R, where R is the 
total resistance of the network and V = 1 is the total voltage drop, we see that the 
result of (4.14) is consistent with (4.8). 

Equation (4.13) indicates that different orders of moments are characterized by 
different exponents. In typical fractal systems, such as percolating networks, the 
exponent of the q th moment also depends on q, but the dependence is always linear 
as shown in (3.22). This important property gives various scaling relations between 
exponents, implying that only a finite number of exponents are independent. In 
contrast, the exponents characterizing (vq) in the HRN are nonlinear with respect 
to q, as shown in (4.13). This implies that the exponents are not simply related. An 
infinite set of exponents is required to describe the voltage-drop moments. In general, 
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a distribution is called multifractal if moments of the distribution are described by an 
infinite set of independent exponents. In such a case, the usual linear scaling relations 
between exponents do not hold at all. From the scaling viewpoint, this type of scaling 
is called anomalous scaling. The concepts of multifractal and the anomalous scaling 
are almost synonymous, although these terminologies are distinguished in certain 
contexts. 

The distribution function N(Vk) of voltage drops Vk is given by (4.10). If we 
regard N(Vk) as a function of k, N(Vk) can be expressed by the binomial distribution 

Bn,p(k) = G)pk(1 - pt-k , 

with p = 1/2 as 

N(k) = 4n Bn 1 (k) . 
, 2 

For large generation number n, the binomial distribution function Bn,p(k) asympto­
tically approaches the normal distribution function 

1 [ (k - np)2 ] 
Bn (k) ~ exp - . 

,p J2mrp(1 - p) 2np(p - 1) 
(4.15) 

Therefore, for higher generations of the HRN, the distribution N(k) can be written 
as 

2·4n 
[( n)2jn] N(k) = -- exp - k - - -. 

J2mr 2 2 
(4.16) 

Using (4.9), we find the voltage-drop distribution given by 

2.5 

2.0 

x 
~ 1.5 

~ 
z 1.0 

0.5 

O.O'--~--'-~-'--~--'-~-.l....-~-' 

0.0 1.0 2.0 3.0 4.0 5.0 

1N (X106) 

Fig. 4.3. Voltage-drop distribution function for the hierarchical resistor network model with 
n = 10 (the 10th generation). The distribution function is given by (4.17) 
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2·4n .j2 n 
N(log V) = ,J2mr exp - log V - n log """5 / 2" (log 2)2 [ ( )

2 ] (4.17) 

This is a log-normal distribution function of V. As can be seen in Fig. 4.3, when 
plotted as a function of IjV, the distribution N(V) is quite broad, a common feature 
of multifractal distributions. 

All characteristics found in the voltage-drop distribution of the HRN model 
are common to other multifractals. In Sect. 4.2, we present a general definition 
of multifractals, including those for random fractal structures, and useful tools for 
quantitative analysis of multifractal distributions. The discussion in this section has 
aimed to prepare the reader for the generalized concepts and abstract quantities 
appearing in the next section. 

4.2 Mass Exponent and Generalized Dimension 

As mentioned in Sect. 4.1, multifractals describe distributions of intensities or den­
sities of quantities on supports. In this section, we treat a distribution of general 
quantities JLi, where i stands for spatial position. We assume that JLi is normalized 
over the whole system, i.e., Li JLi = 1. This means that JLi is not itself a physical 
quantity, but a probability of finding the quantity at position i. Although we he­
reafter refer to JLi as a measure at the position i, borrowing from a mathematical 
terminology, the reader may regard it merely as a probability of finding a physical 
quantity [4.22].1 

As in the case of (4.12), we consider a situation in which the system-size depen­
dence of the q th moment (JLq ) = Li JLi is characterized by q-dependent exponents, 
i.e., 

(4.18) 

where the exponent r(q) corresponds to -~q in (4.12). The exponent r(q) is called the 
mass exponent. We assume that the relation (4.18) holds for any unit oflength scale. 
This means that a coarse-grained distribution of JLi should also satisfy (4.18). Let us 

1 The measure used here is a Lebesgue measure. Measure is a generalized concept of the size 
of an object, such as length, area, volume, or mass. The size /L(A) of an object A has the 
properties: (i) /L(A) ::: 0 and (ii) /L(A U B) = /L(A) + /L(B) if A n B = ¢. In general, the 
quantity /L(A) satisfying these two conditions is called a Riemann measure. The Lebesgue 
measure is defined by replacing condition (ii) by (ii)' /L(U~I Ai) = L~I /L(Ai) if 
Ai n A j = 0 (i =1= J). If we regard {Ai} as a set of events, we can consider /L(Ai) as 
the probability of Ai. In fact, Kolmogoroff defined a probability by /L(A) satisfying (i)' 
o .:::: /L(A) .:::: 1, (ii)', and (iii) /L(S) = 1 where S is the whole set of events. Therefore, the 
Lebesgue measure is almost equivalent to a probability. 
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consider a distribution of measures coarse-grained by a scale t. This coarse-grained 
measure (box measure) JLb(l) is given by 

ILb(l) = L ILi , 
iEb(l) 

(4.19) 

and b(l) is a box of size t in the system. Thus, the moment (ILi) coarse-grained 
by the scale t is represented by 

(ILi) = L ILb(l) , (4.20) 
b 

where the summation is taken over small boxes of size t (see Fig. 4.4). Since the 
relation (4.18) should also hold for the box measure ILb(l), we have 

( )

q 
t r(q) 

(ILi) = L L ILi ex CIJ . 
b iEb(l) 

(4.21) 

Note that Lit represents the coarse-graining. From this relation, r(q) is expressed as 

() 1. _lo-=-g (--.:IL i:.-) r q = 1m 
1--+0 log t 

(4.22) 

If the mass exponent r(q) is a nonlinear function of q, we call the distribution of 
measures multifractal, as in the case of the HRN model, where the exponent {q is 
the nonlinear function of q given in the relation (4.13). 

Although the quantity -r(q) seems to have the meaning of a fractal dimension 
of (ILi) because of the relation (ILi) ex L -r(q), this is not adequate. Provided that 
measures are uniformly distributed on a fractal support with dimension Dr, the q th 

L 

l 
~ 

Jlb(l) = L Jli 
iEb(l) 

Fig. 4.4. The whole system of size L is divided 
into small boxes of size I « L). A box measure 
Mb(l) of a box b is defined by LiEb(l) Mi, where 
Mi is a measure at a spatial position i 
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moment of fl should distribute with the same fractal dimension D f independently of 
q. In this case, using the normalization condition Li fli = 1, we have fli ex L -Df. 

From (4.19) and (4.20), the moment (fl;) becomes 

(fl;) ex L ([Dr L -Df)q , 
b 

because the number of sites in the box b is proportional to [Df. Summation over the 
boxes in the above relation yields Lb = (L / I) Df. As a result, we find 

q (I)Df(q-]) 
(fll) ex L . (4.23) 

The quantity r(q) becomes Df(q - 1) and depends on q. From this argument, the 
appropriate definition of the fractal dimension of the q th moment should be 

r(q) 
Dq =-­

q-1 
(4.24) 

For the case of a uniform distribution, we see that D q is equal to Df independently of 
q because r(q) = Df(q - 1) from (4.23). The exponent Dq is called the generalized 
fractal dimension or simply the generalized dimension. From (4.22) and (4.24), Dq 
is defined by 

1 . log(flj) 
D = -- hm (4.25) 

q q - 1 1--+0 log I 

Expressing the definition of multifractals in terms of D q instead of r( q), a distribution 
is said to be multifractal when the generalized dimension Dq depends on q. 

The generalized dimensions for several specific values of q are of particular 
interest in understanding the meaning of distributions. For q = 0, Do becomes the 
fractal dimension Df of the support. In the case of the HRN model, Do is equal to 
~B' describing the number of bonds [(4.7)]. The generalized dimension with q = 1, 
namely, D], is equivalent to the information dimension Dr [4.23,4.24]. In statistical 
mechanics, the entropy of the probability distribution of box measure flb(l) is defined 
by 

SI = - L flb(l) log flb(l) , 

b 

(4.26) 

where the summation is taken over small boxes of size I. For this entropy, the 
definition of the information dimension Dr is 

. SI 
DI=hm--­

l--+olog(l/I) 
(4.27) 

We verify the relation D] D j below. Exchanging the order of the two limits 
(q ---+ 1 and I ---+ 0), (4.25) implies 

. 1. 1 [~q ] D] = hm -- hm -- log ~ flb(l) 
1--+0 log I q--+] q - 1 

b 

(4.28) 



4.2 Mass Exponent and Generalized Dimension 43 

The limit with respect to q can be evaluated by de I'Hopital's theorem and 
Lb ILb(l) = 1. We thus obtain 

DJ = - lim Lb ILb(l) log ILb(/) . (4.29) 
1--+0 log (1 jl) 

The generalized dimension (4.29) is equivalent to the information dimension DI 
given by (4.27). In actual measurements of fractals, the determination of the fractal 
dimension Df of the support requires us to observe even very rare events, and this 
takes an infinitely long measuring time. On the contrary, the information dimension 
DI is more easily determined by experiment and characterizes the distribution of 
information content. 

We can show that the generalized dimension Dq with q = 2 is equivalent to the 
correlation dimension Dco [4.25]. Consider the case when particles are distributed 
in a multifractal manner, i.e., the particle density plays the role of a multifractal 
measure. The total number of particles and the position of the i th particle are 
denoted by N and Xi, respectively. The probability C(l) that the distance between 
two particles is less than I is given by 

. 1 
C(l) = hm - "" 8 (I-Ix' -x·l) N--+oo N2 ~~ I J ' 

i jf.i 

(4.30) 

where 8(x) is a step function defined by 8(x) = 1 for x > o and 8(x) = o otherwise. 
The function C(l) is called the correlation integral. The correlation dimension Dco 
is defined by C(/) ex: IDeo, i.e., 

. log C(/) 
Dco = hm . (4.31) 

1->0 log I 

By dividing the space embedding the particle system into small boxes of size I, we 
can denote the probability of finding a particle in a box b(l) by ILb(Z)' The probability 
of finding two particles in this box is IL~(l)' The average probability of IL~(l) over 

all boxes, Lb IL~(l)' is the probability that the distance between two particles is less 
than I, which is equivalent to the correlation integral C(l). From the definition of the 
generalized dimension, (ILf) = Lb IL~(l) ex: I D2. Therefore, we have Dco = D2. 

We have mentioned that the information dimension DJ can be more readily deter­
mined by experimental measurements than the fractal dimension Df. The correlation 
dimension Dco is even easier to determine than D I . In measurements of Df or D I , 

the embedding space must be divided into small boxes even if there is no particle 
(or measure) in the boxes. Procedures for dividing the space and counting measures 
are arduous tasks when the Euclidean dimension of the embedding space becomes 
large. Determination of the correlation dimension does not require the division of 
space. Dco can be calculated from the distribution of lengths between all pairs of 
measured points. Therefore, the correlation dimension is often used to characterize 
a multifractal distribution.2 

2 We emphasize once again that the generalized dimension Dq or the mass exponent r(q) 
is required for every value of q within (-00, (0) in order to completely characterize the 
multifractal distribution, although D2 is easy to determine. 
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The limiting values of Dq at q ~ ±oo are also meaningful dimensions. The 
generalized dimensions D±oo represent the distribution of measures with the highest 
(q ~ +00) and lowest (q ~ -00) intensities. From de l'Hopital's theorem, we 
have 

dT 
D±oo = lim -. 

q~±oo dq 
(4.32) 

Evaluation of D±oo will be presented in Sect. 4.7. In the case of the HRN model, 
Doo characterizes the distribution of voltage drops of link bonds, because links 
give the largest voltage drop among the whole voltage-drop distribution, as seen 
from Fig. 4.2. Note that the dimension Doo is not the fractal dimension of the link 
distribution itself. On the other hand, D-oo describes the distribution of the smallest 
voltage drops, that is, voltage drops of bonds belonging to the most deeply nested 
blobs, which are depicted in Fig. 4.2 as blobs labelled by 1/25. Values of Dq for 
q = 0, 1 and 2 are presented in Appendix A. 

4.3 Multifractal Spectrum 

In the n th generation of the HRN model, the voltage drop Vk of a bond is given by 
(4.9), which is a function of n and k. Since the size L of the HRN depends on n 
as shown by (4.6), Vk can be regarded as a function of L. From (4.6) and (4.9), the 
functional form is written as 

(4.33) 

where 

otk = _1_ (lOgS - ~ log 2) , 
vlog2 n 

(4.34) 

with k = 0, 1,2, ... ,n. It should be noted that the voltage drop characterized by a 
different index k scales with a different scaling exponent otk. 3 From this deterministic 
example, we can postulate for a general multifractal distribution that a box measure 
J-Lb(l) is proportional to let, from the analogy with (4.21), and that the exponent ot 

depends on the box (see Fig. 4.5). The exponent ot is called the Lipschitz-HOlder 
exponent or the exponent of the singUlarity: 

ot = lim log J-Lb(l) • 

I~O log I 
(4.35) 

We should remark that (4.34) does not give the correct expression for the Lipschitz-

3 The second term in (4.34) depends on the generation n. Taking L = 2nv into account, this 
term seems to provide a coefficient of (4.33), but not an exponent. This is, however, due to 
the peculiarity of the HRN model. The HRN model is not a typical curdling fractal [4.9] 
where the system size and the generation are independent. The size of the HRN diverges 
as n -+ 00. Even in this limit (n -+ 00), the ratio kin in (4.34) is finite and the second 
term provides an exponent in this limit, as seen in Appendix A [(A.19)]. 
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Fig. 4.5. Schematic illustration of the spa­
tial distribution of the Lipschitz-HOlder ex­
ponents a characterizing the box-size de­
pendence of box measures. The dark region 
represents boxes with the same Lipschitz­
HOlder exponent (a = al). This region 
should have a self-similar structure, if mea­
sures are distributed in a multifractal manner 

HOlder exponent for the HRN model, because the voltage drop Vi of the i th bond 
in the HRN is not normalized, i.e., Li Vi i= 1, whereas the box measure I-Lb(l) in the 
definition (4.35) should be normalized. The correct expression for the Lipschitz­
HOlder exponent of the HRN model is presented in Appendix A. 

Let us consider the distribution of small boxes with an exponent a. In the 
HRN model, bonds with voltage drop Vk distribute in a fractal manner. The fractal 
dimension of these bonds depends on k. For example, the fractal dimension of the 
link-bond (k = n) distribution is l/v, because the relation Ll ex L 1/ v holds for 
the HRN model, as mentioned in (4.6) above, where Ll = N(Vn) is the number 
of links. On the other hand, the fractal dimension of the distribution of k = n /2 
bonds is 2/v as shown below. From (4.10), the number of bonds with k = n/2 is 
given by N(Vn /z) = 2n(n~Z)' Using Stirling's formula for n!, (n~Z) ~ 2n for large 

n. We thus have N(Vn/z) ~ 22n. Taking (4.3) into account, N(Vn /2) ex Li ex L 2/v, 
which implies that the fractal dimension of the distribution of k = n /2 bonds is 
2/v. Generalizing this, we can suppose that the distribution of boxes specified by an 
exponent a is fractal with the a-dependent fractal dimension f(a). Hence, denoting 
the number of boxes with a by N(a), we have the relation N(a) ex LI(a), or 

f(a) = lim log N(a) . 
L->oo log L 

(4.36) 

The fact that the subset specified by a has its own peculiar fractal dimension explains 
the etymology ofthe word 'multifractal'. The exponent f(a) is called the multifractal 
spectrum. The multifractal spectrum for the HRN model is presented in Appendix A. 

4.4 Relation between r{q) and f{a) 

Multifractal distributions are characterized by either of two exponents r( q) and f( a) 
defined by (4.22) and (4.36), respectively. These exponents describe the same aspect 
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of a multifractal, i.e., r(q) and f(a) are related to each other. In order to see this, we 
consider the q th moment of measures (ILj) given by (4.20). Since the box measure 
ILb(l) is proportional to la, the q th moment becomes 

(4.37) 

We replace the summation over boxes in (4.37) by the integral over a. To this end, 
we consider the subset Sa of boxes with the exponent a. Let p(a)da be the number 
of subsets Sa in the range [a, a +da]. Since the number of boxes, N(a) , in the subset 
Sa is proportional to l-f(a), the number of boxes included in subsets in the range 
[a, a + da] is given by 

N(a)p(a)da ex p(a)Z-f(a)da . 

Therefore, we can put Lb = f p(a)l-f(a) da, which yields 

(ILj) ex f p(a)laq-f(a)da . 

(4.38) 

(4.39) 

This integral can be obtained by applying the steepest descent method with respect 
to a, for which we require 

d 
da {aq - f(a)} = O. 

The q th moment (ILj) is found to be 

(ILj) ex p[a(q) ]la(q)q-f[a(q)) , 

(4.40) 

(4.41) 

where a(q) is the solution of (4.40). From the definition of the mass exponent, 
(ILj) ex [,(q), we have the relation 

r(q) = a(q)q - f[a(q)] . (4.42) 

Equation (4.42) expresses the fact that r(q) and f(a) are related to each other by a 
Legendre transform. Solving (4.42) with respect to f(a) yields 

f(a) = q(a)a - r[q(a)] , (4.43) 

where q(a) is the inverse function of a(q). The explicit form of q(a) is obtained 
directly from (4.40) as 

df(a) 
q=~. 

Substituting (4.43) into (4.44), we obtain 

dq dr dq 
q=q+a----. 

da dq da 

(4.44) 
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The Lipschitz-Holder exponent is thus given by 

dr(q) 
a=dq' (4.45) 

The multifractal distribution is defined by the fact that the mass exponent is a non­
linear function of q, or by the existence of uncountably many different Lipschitz­
Holder exponents. Equation (4.45) demonstrates that the existence of uncountably 
many different Lipschitz-HOlder exponents also provides a definition of multifrac­
tals. 

4.5 Direct Determination of f(a) 

In actual measurements of multifractals, the mass exponent r(q) is easily evaluated 
from its definition (the box-counting method). We first divide a system into boxes of 
size 1, count box measures /-Lb(l) = LiEb(l) /-Li, and obtain r(q) from a log-log plot of 
1 versus (/-Lj) = Lb /-Lb(l) by using the least-square-fitting method. The generalized 
dimension Dq is directly calculated from (4.24). The multifractal spectrum /(a) 
can, in principle, also be calculated from r(q) by the Legendre transform, (4.43) and 
(4.45). It is, however, necessary to perform a numerical differentiation to obtain an 
exponent a, and this produces large errors in a and therefore in /(a). If we smooth 
out numerical data for r(q) to avoid this, the estimation of errors arising from 
the smoothing procedure becomes difficult. Methods for calculating /( a) without 
the numerical Legendre transform greatly improve our multifractal analyses. We 
describe here a method for computing the multifractal spectrum /(a) directly by a 
box-counting procedure [4.26]. 

From the definition of the mass exponent (4.22) ofthe form 

() 1. log Lb /-L b(l) 
rq=lm , 

1---+0 log 1 
(4.46) 

the Lipschitz-HOlder exponent a given by (4.45) becomes 

. 1 d ( ~ q ) a = hm -- - log ~ /-Lb(l) 
1---+0 log 1 dq b 

q 
. 1 ~ /-Lb(l) 

= hm - ~ '" q log /-Lb(l) . 
1---+0 log 1 b L..b' /-Llf(l) 

(4.47) 

Introducing a new probability measure mb(I)(q) defined in a box of size 1 by 

(4.48) 
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the exponent a is given by 

a = lim Lb mb(l) (q) log fLb(l) 

1-->0 log I 
(4.49) 

The quantity mb(l) (q) is often called the q-microscope. Therefore, using (4.43), the 
multifractal spectrum is expressed by 

f[a(q)] = lim _1_ [" mb(l)(q) log fLb(l) -log" fLb(l)] 
1-->0 log I ~ ~ 

b b 

(4.50) 

Taking account of Lb mb(l)(q) = 1, this yields 

(4.51) 

The exponents a and f(a) given by (4.49) and (4.51) are simply calculated by 
a box counting of measures. Using these formulae, we can obtain the profile of 
f(a) through the implicit parameter q without the numerical Legendre transform. It 
should be noted from (4.51) that the multifractal spectrum f(a) is the information 
dimension of the q-microscope mb(l) (q). 

4.6 Correlations between Box Measures 

If a system of size L adopts a conventional fractal structure with fractal dimension 
Df, the density-density correlation function G(r) = (p(r)p(O)) is also described 
by the fractal dimension D f as shown in (2.25), where per) is the mass density 
at position r. It is worth discussing how the correlation function of box measures 
in a multifractal system is described by exponents characterizing its multifractality 
[4.27]. The correlation function is defined by 

Gqjq2 (r) = N ~ LLfLb(l)fLb~(l)' 
b br b br 

(4.52) 

where fLbr(l) is the box measure of a box br (I) of size I a fixed distance r -I away from 
the box b(l), Nb (or N br ) is the number of boxes b(l) [or br(I)], and the summation 
Lbr is taken over all such boxes br (I). The correlation function G qj q2 (r) is a function 
not only of r but also of the box size I and the system size L. Due to the absence of 
characteristic lengths in the multifractal system, G qjq2 (r) should behave as 

(4.53) 

Our task is to relate the new exponents x*, y*, and z* to previously introduced 
exponents such as r(q). 
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Let us consider first a situation with r = l. In this case, (4.52) with Nb ex (L/l)Df 

and Nbr = 1 and (4.21) give 

( 
l ) Dr ( l ) Df+r(ql +q2) 

G M2 (I) ex L I:>L b(lrq2 ex L ' 
b 

(4.54) 

where Df is the fractal dimension of the support. Since we have G qj q2 (I) ex 
lx*(ql ,q2)-Z*(qj,Q2) L -y*(qj,q2) from (4.53), the exponents are related by 

(4.55) 

and 

(4.56) 

In order to determine the exponent x*(qj, q2), we consider Gq1q2 (L). Since box 
measures in the system of size L are correlated with each other up to the distance 
L, we expect no correlations between fLb(l) and fLbdl)' Therefore, in this case, (4.52) 
becomes 

From (4.57) and the relation Gqjq2 (L) ex lx*(qj,q2) L -y*(qj,q2)-Z*(qj,q2) [from (4.53)], 

we obtain 

x*(qj, q2) = 2Df + r(q1) + r(q2) , 

and (4.56) yields 

Z*(q1, q2) = Df + r(q1) + r(q2) - r(q1 + q2) . 

(4.58) 

(4.59) 

In particular, for q1 = q2, the exponents x(q) = x*(q, q), y(q) = y*(q, q), and 
z(q) = z*(q, q) are given by 

x(q) = 2Df + 2r(q) , (4.60) 

y(q) = Df + r(2q) , (4.61) 

and 

z(q) = Df + 2r(q) - r(2q) . (4.62) 

The exponent z(q) describing the r dependence of the correlation function G q (r) is 
quite important, because G q (r) with l = 1 for a system of finite size L characterizes 
the multifractality of the system without box -counting procedures in actual numerical 
calculations. We call the exponent z(q) the multifractal correlation exponent or 
simply the correlation exponent. 
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4.7 Profiles of r(q), Dq , I(a.), and z(q) 

A multifractal distribution is characterized by exponents r(q), Dq, f(a), or z(q). The 
forms of these functions depend on the distribution of measures. However, there do 
exist several common features in the q-dependences of r(q), Dq, and z(q) and the 
a-dependence of f( a). These features allow us to draw rough profiles of them. 

Let us consider first the limiting case q ~ -00. Since f(a) > 0, df(a)/da = 
-00 from (4.44) in this limit, and f(a) is a single-valued function of a, the Lipschitz­
HOlder exponent corresponding to q ~ -00 provides its maximum value a max given 
by 

amax=a(q)1 . 
q-+-oo 

(4.63) 

The derivative of f(a) becomes 

df(a) I ~ -00 . 

da 
Ol---+CXmax 

(4.64) 

For q ~ -00, the q th moment (Mil is dominated by boxes with the smallest box 
measure Mr:!R. For q ~ -00, the q-microscope mb(l)(q) given by (4.48) becomes 

for boxes with MIX~) , 

otherwise, 
(4.65) 

where Ngun is the number of boxes with MIX~)' If boxes with MIX~) distribute in a 
fractal manner with fractal dimension f -00 of the form 

N min ex -(L)f-OO 

b l ' (4.66) 

substitution of (4.65) and (4.66) into (4.51) yields 

f[a(q)] I = f-oo . 
Ol--+amax 

(4.67) 

From (4.42), the asymptotic form of r(q) for q ~ -00 is given by 

r(q) = amaxq - f-oo . (4.68) 

The generalized dimension Dq defined by (4.24) and the correlation exponent z(q) 

given by (4.62) are found to be 

Dql = a max , 
q-+-oo 

(4.69) 

and 
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z(q) = Df - f-oo . (4.70) 

In the opposite limit q --+ 00, a similar argument to the one used for q --+ -00 

gives the minimum value of the Lipschitz-HOlder exponent as 

amin = a(q) I . 
q->oo 

(4.71) 

At this point, the derivative of f(a) yields 

df(a) I -- --+ 00. 

da a->amin 

(4.72) 

For q --+ 00, (fJ.,j) is dominated by boxes with the largest box measure J.L':tt. Ifboxes 
with J.Lg(ti distribute in a fractal manner with the fractal dimension foo as given by 

N max ex: -( L)!OO 
b [ , (4.73) 

where Nb'ax is the number of boxes with J.Lg(ti, the multifractal spectrum becomes 

(4.74) 

The asymptotic form of r(q) for q --+ 00 is obtained as 

r(q) = aminq - foo , (4.75) 

and we have also 

Dql =amin, 
q->oo 

(4.76) 

and 

z(q) = Df - foo . (4.77) 

The following remark should be made. In many cases of statistically distributed 
measures, the number of boxes possessing the smallest or the largest box measure 
is unity, which does not depend on L or l. This means that f -00 and f 00 vanish. 

Next we consider the case of q = O. Since J.Lb(l) with q = 0 is unity for any boxes 

with J.Lb(l) ::f. 0, the q th moment (J.Li) = Lb J.Lb(l) is proportional to [-Df, where Df 
is the fractal dimension of the support. We therefore have 

r(O) = -Df, (4.78) 

and 

Do = Df. (4.79) 
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From (4.62), the exponent z(q) of the correlation function with q = 0 is given by 

z(O) = 0, (4.80) 

and 

dz(q) I -- = 2a(q)l q=o - 2a(2q)l q=o = O. 
dq q=O 

(4.81) 

Since z(q) is always positive, z(q) takes the minimum value z(O) = 0 at q = O. 
From (4.44) and (4.45), the derivative of f(a) for q = 0 becomes 

df(a) I = 0 
da ' 

"="0 
(4.82) 

where 

aO _ dr(q) I 
- dq q=o· 

(4.83) 

The value of the multifractal spectrum at a = ao is, from (4.43) and (4.78), 

f(ao) = Df . (4.84) 

Since the fractal dimension Df of the support is obviously the largest fractal dimen­
sion of subsets of boxes, the condition (4.82) implies that f(a) takes the maximum 
value at a = ao. 

For q = 1, the normalization condition for measures Iti leads to (ltj) = 1, and 
the mass exponent defined by (4.22) with q = 1 becomes 

r(1) = O. (4.85) 

Equation (4.62) with (4.85) yields 

(4.86) 

The generalized dimension for q = 1 is equivalent to the information dimension 
Dr, as mentioned in Sect. 4.2. The value of Dr depends on the measure distribution, 
as does Df. If the Lipschitz-Holder exponent corresponding to q = 1 is aI, the 
multifractal spectrum given by (4.43) is expressed as f(al) = al - r(l). Thus, 
(4.85) leads to 

(4.87) 

The slope of the tangent to f(a) at (aI, al) is unity due to (4.44). 
Common features of the exponents presented above are summarized in Table 

4.1. From this table, we can draw rough profiles of r(q), Dq , f(a) and z(q). As 
shown in Fig. 4.6a, the function r(q) is a monotonically increasing function of q. 
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Table 4.1. General properties of exponents. The specific values and asymptotic behaviour are 
common to any multifractal distribution 

q r(q) Dq a f(a) z(q) 

-00 amaxq - f-oo a'max a'max f-oo Df - f-oo 

0 -Df Df aa Df 0 

0 DJ al al Df - D2 

00 aminq - foo amin amin foo Df - foo 

Asymptotic profiles of r(q) for q -+ ±oo are straight lines with slopes a max and 
amin for q -+ -00 and -+ 00, respectively. The curve of r(q) should pass through 
(0, -Df) and (1,0). The generalized dimension Dq is a monotonically decreasing 
function of q as shown in Fig. 4.6b. The function asymptotically approaches constant 
values for q -+ ±oo. The multifractal spectrum is a convex function of a whose 
maximum value is Df (see Fig. 4.6c). The curve should come up vertically from 
(amin, too) and fall down to (amax , !-oo). Furthermore, the tea) curve should be 
tangent to the curve tea) = a at the point (ai, al), where al is the Lipschitz­
HOlder exponent corresponding to q = 1. Figure 4.6d shows a typical profile of the 
correlation exponent z(q), which is a single-dip function of q. 

(a) 
T(q) 

(b) 

Dq 
___ -;;;.;-;::--~m...!X _____________ _ 

q 

__________ ~~n _____ ~ _______ _ 

------------~o----------~~q 

(c) f(a) (d) 
t=a z(q) 
/ 

Df 
/ 

0.1 

~~~~~~~~~ .PJ.~j::: 

f-= 
f= / 

/ 

/ 

0 (lmin al ao Clmax a q 

Fig. 4.6. General profiles of (a) the mass exponent r(q), (b) the generalized dimension Dq , 

(c) the multifractal spectrum f(a), and (d) the correlation exponent z(q). Features of these 
functions are discussed in the text 
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These exponents (r, Dq , f, and z) characterizing multifractal distributions can 
also be defined for conventional fractal systems such as the Koch curve and perco­
lating networks, although these are less interesting. In such cases, r(q) becomes a 
straight line, r(q) = Df(q - 1), and Dq and a degenerate to a single value Df for 
any q. The exponent z(q) collapses onto z(q) = O. The function f(a) is defined only 
at a = Df and takes the value Df . Although properties of r(q), D q , f(a), and z(q) 
described in Table 4.1 are quite general, the functional profiles shown in Fig. 4.6 are 
merely typical, not general. The profiles of these exponents for the HRN model are 
presented in Appendix A. 

4.8 Parabolic Approximation 
and Distribution Functions of Measures 

As seen in Sect. 4.7, the multifractal spectrum f(a) is a single-hump function with 
negative curvature. It is convenient in some cases to approximate f(a) by a function 
characterized by a few parameters. The simplest way is to regard f(a) as a parabolic 
function of a [4.28,4.29]. Although the function f(a) should satisfy all the conditions 
presented in Sect. 4.7, three of them uniquely determine the form of the parabolic 
function. Here, we choose these three conditions as follows: (i) If a = aa, f(a) is 
equal to Df , (ii) the derivative f'(a) is zero at a = aa, and (iii) the curve f = f(a) 
is tangent to the line f = a. The general form of parabolic functions satisfying (i) 
and (ii) can be written as 

f(a) = Df - c(a - aa)2 , (4.88) 

where c is a positive constant. When the curve f = f(a) is tangent to f = a, the 
equation f(a) = a has a double root. This gives c = Ij4(aa - Df) and 

(a - aa)2 
f(a) = Df - 4(aa - Dr) . (4.89) 

This parabolic approximation characterizes f(a) by the single parameter aa, besides 
the fractal dimension of the support. The parabolic approximation mimics the profile 
of f(a) well near a = aa, but deviates from the true f(a) away from aa. For example, 
the function given by (4.89) does not satisfy (4.64) and (4.72). Within the parabolic 
approximation, the mass exponent r(q), the generalized dimension D q , and the 
correlation exponent z(q) are also calculated from aa and Df as 

and 

r(q) = -(q - 1) [q(aa - Df ) - Df ] , 

Dq = -q(aa - Df) + Df , 

(4.90) 

(4.91) 

(4.92) 
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respectively. We find from (4.91) that the parabolic approximation is equivalent to a 
linear approximation of D q . 

We now tum to the distribution function of measures. As mentioned in Sect. 4.1, 
a broad distribution of measures is one of the common features of multifractals. In 
fact, in the HRN model, the distribution function of voltage drops is a log-normal 
distribution. Since the multifractal spectrum (or the mass exponent) completely 
characterizes the statistical properties of the distribution of measures, the distribution 
function should be described by f(a) [or r(q)]. Let us find the relation between the 
distribution function and the multifractal spectrum. Denoting a distribution function 
of box measures /Lb coarse-grained by a box size I by P(/Lb, A), where A = 1/ Land 
L is the system size, P(/Lb, A)d/Lb is the number of boxes with box measure /Lb lying 
in [/Lb, /Lb + d/Lb]. We express /Lb in terms of the Lipschitz-Holder exponent a from 
(4.35), i.e., a = log /Lb/log A for small A. Thus, the distribution function P(/Lb, A) 
can be replaced by Pea, A) according to 

(4.93) 

Furthermore, we introduce the distribution function R(log /Lb, A) defined by 

(4.94) 

The function R(log /Lb, A) is given by 

Pea, A) 
R(log /Lb, A) = . 

log A 
(4.95) 

According to the argument in Sect. 4.4 [in particular (4.38)], the distribution function 
pea, A) is written as Pea, A) = p(a)A - f(ot), where pea) is the density of the subset 
Sot composed of boxes with the exponent a. The density pea) can be considered 
to be a weak function (e.g., a power) of a compared to A - f(ot), and we can ignore 
this factor. The factor 1/logA appearing in the right-hand side of (4.95) is also 
weaker than A - f(ot) and can be treated as a constant. We thus have the relation 
R(log /Lb, A) ex A - f(ot) or 

1 [( log /Lb ) ] R(log /Lb, A) = -- exp - f -- log A , 
N(A) log A 

(4.96) 

where N(A) is a normalization factor. This function is quite broad with respect to /Lb, 
because f( a) is a compact convex function of a. In fact, the parabolic approximation 
of f( a) yields 

[ (log /Lh - ao log A)2 ] 
R(log /Lb, A) ex exp 

4(ao - Dr) log A 
(4.97) 

This is a log-normal distribution function because log A < O. The exponent ao plays 
an important role in determining the distribution function of box measures in the 
parabolic approximation. The average value of log /Lb is ao log A for the distribution 
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function given by (4.97), which means that the geometric mean of JLb defined by 
JLgeo = exp[ (log JLb)] is equal to A "'0. Due to the broadness of the distribution 
function, a typical value of JLb such as the geometric mean JLgeo provides intrinsic 
information about the distribution rather than the arithmetic mean (JLb), as will be 
discussed in Sect. 10.2. The typical value JLtyp defined by the mode of P(JLb, A) also 
behaves as 

JLtyp ex A "'0 , 

because the distribution function (4.96) gives the maximum value at 

log JLb 
--=ao· 
log A 

(4.98) 

The typical value defined as the mode is more convenient than the geometric mean, 
because (4.98) does not require the parabolic approximation (4.97). 

4.9 Growth Probability of DLA 

We showed in Sect. 4.1 that the voltage-drop distribution of the HRN model exhibits 
multifractality. In this case, the distribution is detenninistic and the mass exponent 
r(q) or the multifractal spectrum f(a) can be calculated analytically, as explained in 
Appendix A. The concept of multifractals is, of course, applicable to stochastic dis­
tributions, in which numerical or experimental procedures are required to obtain r( q) 
or f( a). Remembering that the HRN model describes approximately the backbone of 
a percolating network, it is easy to understand that the voltage-drop distribution of a 
percolating-resistor network at criticality would be multifractal [4.20,4.30]. Another 
striking example of multi fractals in stochastic distributions is the growth probability 
of the diffusion-limited aggregation (DLA) [4.3,4.4,4.11,4.31,4.32]. Interest in the 
DLA model is maintained by a wide range of applications in both the physical and 
biological sciences. 

In the simplest version of the DLA model, a particle is located at an initial 
site TO in a discrete lattice as a seed for cluster fonnation. Another particle starts 
a random walk from a randomly chosen site in the spherical shell of radius r with 
width dr(<< r) and center TO. If the random walker moves outside the sphere of 
radius R(?:. r + dr), the particle is removed and a new random walk restarts from 
a new site in the spherical shell. The random walk is continued until the particle 
contacts the seed (the particle reaches a nearest neighbor site of the seed). The cluster 
composed of two particles is then fonned. This procedure is repeated many times, in 
each of which the radius r of the starting spherical shell should be much larger than 
the gyration radius of the cluster. If the number of particles contained in the DLA 
cluster is huge (typically 104_108), the cluster takes a fractal structure in a statistical 
sense. Figure 4.7 illustrates a simulated result for a 2D DLA cluster obtained by the 
procedure mentioned above. The number of particles N inside a sphere of radius L 
(<< the gyration radius of the cluster) is given by 

NexLDf. 
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Fig. 4.7. Simulated result of a 20 diffusion-limited aggregation (OLA). The number of 
particles contained in this OLA cluster is 104 

The fractal dimensions Df of2D and 3D DLA clusters are 1.71 and 2.49, respectively. 
The number of sites Np in the perimeter of the cluster, i.e., the number of nearest­
neighbor sites of the cluster, is known to be proportional to N, so that Np is also 
characterized by Df . 

Let us consider a distribution of growth probabilities of a DLA cluster. The 
growth probability Pi of a perimeter site i is the probability that a new random walker 
contacts the site i. Therefore, the support of the growth-probability distribution is the 
set of perimeter sites of the DLA cluster. In order to obtain the growth-probability 
distribution of a given DLA cluster by a numerical simulation, we perform the growth 
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Fig. 4.8. Multifractal spectrum for a 2D 
diffusion-limited aggregation. The growth 
probability distribution is calculated by nu­
merically solving the discretized Laplace 
equation in a 2D square lattice [4.33] 
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procedure described above by using the DLA cluster as a starting seed. If a random 
walker contacts the cluster, we record the contact perimeter site and the particle is 
removed. This procedure is repeated M times (M » 1). The growth probability Pi 
is obtained by Pi = md M, where mi is the number of times that the i th perimeter 
site is contacted.4 It is obvious that the growth probability near tips of the cluster 
is larger than that inside a deep 'fjord'. Thus, different sites have different growth 
probabilities, intimating the multifractality of the growth-probability distribution. 
In fact, the multifractal spectrum calculated numerically for a 2D DLA cluster has 
a convex profile, as shown in Fig. 4.8. The maximum value of f(a) is close to 
Df = 1.71 (2D), as we expected. 

Another important example illustrating the fact that stochastic distributions in 
condensed matter physics can exhibit multifractality is the critical wavefunction at 
the Anderson metal-insulator transition. This will be discussed in Chap. 10. 

4 This numerical method has a weak point, viz., a huge amount of computing time is required 
to obtain a precise value of the minimal Pi. A more efficient technique for calculating the 
growth probability is to solve the Laplace equation !:l¢ = 0 with the boundary conditions 
¢(r) = Const. on the cluster and ¢(r) = 0 as r ---+ 00 [4.33]. 
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This chapter is concerned with the problem of diffusion on fractal networks, which 
plays a central role when we investigate dynamical properties offractals. The relation 
between vibrational excitations on fractal networks and diffusion is also discussed. 
We start by describing in detail the diffusion of random walkers on a percolating 
network. In uniform systems, the mean-squared displacement (r2(t)) of a random 
walker is proportional to the time t, i.e., (r2 (t)) ex t, for any Euclidean dimension 
d. How does (r2(t)) behave in the case of fractal percolating networks? For this, de 
Gennes [5.1] posed the following problem called an ant in the labyrinth: 

An ant parachutes down onto an occupied site of the infinite cluster of a 
percolating network. At every time unit, the ant makes one attempt to jump 
to one of its adjacent sites. If that site is occupied, it moves there. If it 
is empty, the ant stays at its original site. What is the ensemble-averaged 
squared distance that the ant travels in time t? 

Gefen et al. [5.2] gave a fundamental description of this problem in terms of a 
scaling argument. This work triggered further developments in the dynamics of 
fractal systems. This is because the diffusion equation can be mapped onto equations 
governing various types of dynamics [5.3]. For example, the basic properties of 
vibrations of fractal networks, such as the density of states, the dispersion relation 
and the localizationldelocalization property can be derived from the same arguments 
for diffusion on fractal networks. These dynamical properties are described in a 
unified way by introducing a new dynamic exponent called the spectral or fracton 
dimension. 

5.1 Anomalous Diffusion 

We consider diffusion on an infinite percolating network with P > Pc. Choosing the 
origin as the point where the ant parachutes down, the mean-squared displacement 
(r2(t)) after a sufficiently long time t satisfying the relation (r2(t)) 1/2 » ~ should be 
linearly proportional to the time t, where ~ is the correlation length of the percolating 
network. This is because the structure of the percolating network at scales larger 
than ~ is uniform, as discussed in Sect. 3.2, and the random walk of the ant exhibits 
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typical diffusion behaviour (normal diffusion). This gives a relation of the form 

(5.1) 

where the diffusion coefficient Doo is defined by 

(5.2) 

The subscript 00 on D reflects the fact that Doo describes diffusion spread over an 
infinite network. The diffusion coefficient Doo is related to the dc conductivity adc 
through the Einstein relation 

(5.3) 

Here e denotes the carrier charge, n their density, kB the Boltzmann constant, and 
T the temperature, respectively. It is obvious that the dc conductivity vanishes for 
P < Pc due to the absence of any infinite cluster. The value of adc becomes nonzero 
for P > Pc. In the vicinity of Pc, adc is assumed to behave as 

for P > Pc , (5.4) 

where J-L is called the conductivity exponent. Noting that the carrier density n in (5.3) 
is proportional to the percolation order parameter Poo(p) given by (3.12), we have 
from (5.3) 

(5.5) 

It should be emphasized that J-L - f3 is always positive because Doo -+ 0 for 
P -+ Pc + O. From (5.1) and (5.5), we obtain the relation 

(5.6) 

Next we consider diffusion on finite clusters in a percolating network with 
P < Pc. In this case, ~ means the average linear dimension of finite clusters and 
(r2(t)) becomes independent of time t after a sufficiently long time. Hence, for such 
a long time, the ant reaches the cluster boundary and cannot move out any further. 
In this case, we have (r2(t)) ex ~2 for P < Pc, and (3.27) implies 

(5.7) 

Here we assume that a unique length scale is introduced by diffusion on a percolating 
network and that this length scale obeys a power law in t. Thus, the relations (5.6) 
and (5.7) can be unified into a scaling form 

(5.8) 
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where G(z) is a scaling function. For percolating networks with P > Pc, (5.8) should 
take the asymptotic form (5.6) for long times t, and the scaling function becomes 

G(z)z->oo ex z(l'-fJ)/2 . (5.9) 

Combining (5.9) and (5.8), we find from (5.6) the relation 

Y(M - ~) 1 '----:--'-- + X = - . 
2 2 

(5.10) 

For P < Pc, (r2(t») becomes independent of time t, as shown by (5.7). The scaling 
function in (5.8) thus takes the form 

G(z)z ..... -oo ex z-x/y . 

Substituting (5.11) into (5.8), we obtain from (5.7) the relation 

x - = ]) . 
Y 

From (5.10) and (5.12), we have 

and 

]) 

x= , 
2]) + M - ~ 

1 
Y----­

- 2]) + M - ~ . 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

Substituting (5.13) into (5.8) gives the relation for a percolating network at P = Pc 
as 

where dw is defined by 

- M - ~ 
dw = 2 + -- = 2 + 8 , 

]) 

(5.15) 

(5.16) 

with 8 = (M - m/]). Due to the condition M > ~, and hence 8 > 0, diffusion 
described by (5.15) becomes slow compared with the case of normal diffusion (5.1). 
This slow diffusion given by (5.15) is called anomalous diffusion. 

The above results indicate that diffusion in percolating networks becomes ano­
malous for length scales smaller than ~ and that the mean-squared displacement is 
described by (5.15). The slowing down of diffusion (8 > 0) is caused by the diffu­
sing particle wandering through hierarchically intricate structures, in which it may 
encounter dead ends. The exponent dw in (5.15) is called the anomalous diffusion 
exponent. 
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Table 5.1. Various exponents characterizing dynamics in percolating networks. The values of 
as are taken from [S.4] 

Exponents d=2 d = S d(:::. 6) 

2.87l±0.00l 4.00±0.OS 

1.264±0.OS4 1.876±0.03S 2.39 2.72 

1.32S±0.002 l.317±0.003 1.3l±0.03 1.36 

6 

3 

4/3 

From (5.8), we can estimate the crossover time T from anomalous to normal 
diffusion. Anomalous diffusion occurs when t « T, whereas normal diffusion is 
expected for t » T. The characteristic time T can be obtained by setting the argument 
in the function G(z) in (5.8) to be of the order of unity, i.e., 

(5.17) 

The value of dw can be obtained by direct numerical calculation of (r2(t»), or from 
the fact that the number of distinct sites Vet) visited by the random walker within 
the time t is, from (2.15) and (5.15), given by Vet) oc tDr/dw. When using these 
quantities, we must note that (5.15) describes diffusion for t « T on a single infinite 
cluster. Values of dw are given in Table 5.1, together with other exponents describing 
dynamics. From Table 5.1, we see that for any Euclidean dimension d, dw is larger 
than 2, which is the value for normal diffusion. 

We see from the above discussion that diffusion becomes anomalous for a critical 
percolating network (p = Pc) with fractal structure. Anomalous diffusion defined 
by (5.15) is not peculiar to percolating networks, but is quite general for fractal 
systems. We should note that the diffusion distance for a deterministic fractal is 
actually a complicated function oft. The relation (5.15) should be read as a smoothed 
expression of the diffusion distance for deterministic fractals. 1 

5.2 Spectral Dimension 

The spectral (or fracton) dimension ds is a key dimension for describing the dynamics 
of fractal networks, in addition to the fractal dimension Dr. The fractal dimension 
Df characterizes how the geometrical distribution of a static structure depends on its 
length scale, whereas the spectral dimension ds plays a central role in characterizing 
critical properties of dynamic quantities on fractal networks. 

The diffusion distance of a random walker after t time steps is expressed by 
(5.15). Therefore, the number of visited sites V(t) oc (r2(t»)Dr/2 is found to be 

Vet) oc ls/2 , (5.18) 

1 In addition to (S.IS), the relation (S.18) in Sect. S.2 and (S.40) in Sect. S.3 should be con­
sidered as smoothed expressions over suitable time and frequency intervals, respectively. 
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where the exponent as is called the spectral or fracton dimension,2 defined by 

- 2Df 
ds = -_- . (5.19) 

dw 

For percolating networks, the spectral dimension is given by 

- 2Df 2vDf 
ds = - =, (5.20) 

2 + e 2v + fL - f3 

using (5.16). Alexander and Orbach [5.5] estimated the values of as for percolating 
networks on d-dimensional Euclidean lattices from the then-known values of the 
exponents Df , v, fL, and f3. They pointed out that while these exponents depend 
dramatically on d, as does not. They conjectured from the numerical values of as 
for 2 :s d :s 5 and the fact that as = 4/3 for d 2: 6 that the following relation holds 
for percolating networks: 

for 2 :s d . (5.21) 

This conjecture, the so-called the Alexander-Orbach conjecture, is crucial because, 
if exact, the dynamic exponent fL can be related to static exponents such as v, f3 
through the relation 

1 
fL = 2 [(3d - 4)v - f3] (5.22) 

Confirming the Alexander-Orbach conjecture has been a challenge over the past 
decade. If the Alexander-Orbach conjecture is valid, the relation (5.19) leads to 
aw = 91/32 = 2.8437 ... for 2D percolating networks. The Monte Carlo calculation 
of (r2(t)) is an efficient way of estimating the exponent aw , using the relation (5.15). 
The calculated values of aware somewhat larger than 91/32, which corresponds to 
as :S 4/3. Although calculated values of the spectral dimension as depend weakly on 
numerical methods, the Alexander-Orbach conjecture is considered to be incorrect 
and the true value of as is slightly smaller than 4/3 for d < 6. Numerically obtained 
values of as are listed in Table 5.1. 

The spectral dimension can be obtained exactly for deterministic fractals [5.6, 
5.7]. In the case of the d-dimensional Sierpinski gasket, the spectral dimension is 
given by 

- 210g(d + 1) 
ds = . 

log(d + 3) 
(5.23) 

We see from this that the upper bound for a Sierpinski gasket is as = 2. A system with 
as < 2 is called compact fractal. The spectral dimension for the Mandelbrot-Given 
fractal depicted in Fig. 2.1 is also calculated analytically as 

- 2 log 8 
d s = -- = 1.345. . . (5.24) 

log 22 

2 The term fracton, coined by Alexander and Orbach [5.5], denotes a localized vibrational 
mode peculiar to fractal structures, as discussed later. 
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This value is close to ds ~ 4/3 for percolating networks, in addition to the fact that 
the fractal dimension Dr = log 8/ log 3 of the Mandelbrot-Given fractal is close 
to Dr = 91/48 for 2D percolating networks and that the Mandelbrot-Given fractal 
has a structure with nodes, links, and blobs as in the case of percolating networks. 
Derivations of (5.23) and (5.24) are given in Appendix B. 

5.3 Spectral Density of States of Fractal Networks 

The probability of finding a diffusing particle at the starting point at time t is, for 
compact diffusion (ds ::: 2) [5.6], given by 

1 1 
poet) oc Vet) oc (r2(t))Dr/2 ' 

(5.25) 

where Vet) is the number of sites visited within a time t. With the help of (5.18), 
(5.25) is expressed as 

poet) oc t-ds /2 , (5.26) 

where the spectral dimension ds is defined by (5.19). 
We can evaluate the spectral density of states D(w) for atomic vibrations of 

fractal networks by using the formula 

2w - 2 
D(w) = --ImPo(-w +iO+) , 

Ji 
(5.27) 

where Po (w) is the Laplace transform of the return probability Po (t). The derivation 
of (5.27) is presented in Appendix C.l [(C.22)]. From (5.26), the Laplace transform 
of poet) for fractal networks is expressed as 

Po(w) oc wds /2- 1 100 e-xx-ds /2dx . (5.28) 

It should be noted that ds must be smaller than 2 for convergence of the integral in 
(5.27). By letting w ~ -w2 + iQ+ in (5.28), we obtain 

(5.29) 

Substituting (5.29) into (5.27), the frequency dependence of the spectral density of 
states is obtained from 

D(w) oc wds - 1 • (5.30) 

By analogy with the Debye density of states wd- 1, Alexander and Orbach [5.5] called 
the related vibrational excitations fractons, and ds the fracton dimension. Rammal 
and Toulouse [5.6] called ds the spectral dimension, because it characterizes the 
spectral density of states for the vibrational spectrum. 
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5.4 Scaling Argument for Spectral Density of States 

In this section, we derive the spectral density of states and the dispersion relation 
of elastic fractal networks from a scaling argument. In order to explain the physical 
implications of the scaling argument, we start by showing a simple (perhaps the 
simplest) derivation of the Debye density of states of a homogeneous elastic system. 
The density of states at w is defined as the number of modes per particle, which is 
expressed by 

I 
D(w) = --d' 

l!wL 
(5.31 ) 

where l!w is the frequency interval between adjacent eigenfrequencies close to w 
and L is the linear size of the system. Concentrating on the lowest frequency region, 
l!w is the lowest eigenfrequency which depends on the size L. The relation between 
the frequency l!w and L is obtained from the linear dispersion relationship w = vk, 
where v is the velocity of phonons, i.e., 

2nv 1 
l!w=-<x-. 

A L 

Substituting (5.32) into (5.31) yields 

D(l!w) <X l!wd- 1 . 

(5.32) 

(5.33) 

Since this relation holds for any length scale L due to the scale-invariance property of 
homogeneous systems, we can replace the frequency l!w by an arbitrary w. Therefore, 
we obtain the conventional Debye density of states as 

D(w) <X wd- 1 • (5.34) 

It should be noted that this derivation is based on the scale invariance of the system. 
Next, let us consider the density of vibrational states of a fractal structure of 

size L with fractal dimension Df. The density of states per particle at the lowest 
frequency l!w for this system is, as in the case of (5.31), written as 

1 
D(l!w) <X -D- . 

L fl!w 

Assuming that the dispersion relation for l!w corresponding to (5.32) is 

l!w <X L -z , 

we can eliminate L from (5.35) to obtain 

D(l!w) <X l!wDf/Z- 1 • 

(5.35) 

(5.36) 

(5.37) 

The exponent z of the dispersion relation (5.36) is evaluated from the exponent 
of anomalous diffusion (5.15) as follows. Considering the correspondence between 
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diffusion and atomic vibrations discussed in Appendix e.l [(e.8) and (e.9)], we can 
replace (r2 (t)) and t in (5.15) by L 2 and 1/ I1w2 for elastic fractal networks. Equation 
(5.15) can then be read as 

Comparing the dispersion relation (5.36) with (5.38) leads to 

dw Df z---­- 2 - ds ' 

where (5.19) has been used. 

(5.38) 

(5.39) 

Since the system has a scale-invariant fractal (self-similar) structure, I1w can be 
replaced by an arbitrary frequency w, as in the case of (5.34). Hence, from (5.37) 
and (5.39), the density of states for fractal networks is found to be 

D(w) ex wds - 1 , 

and the dispersion relation (5.38) becomes 

wex L(w)-Drlds . 

(5.40) 

(5.41) 

The spectrallfracton dimension ds can be obtained from the value of the conductivity 
exponent t-t or vice versa. The expression (5.40) for D(w) is identical to (5.30), which 
is obtained by the Laplace transform of the master equation. In the case of percolating 
networks, the conductivity exponent t-t is related to ds through (5.16), which means 
that the conductivity adc is also characterized by the spectral dimension ds. In this 
sense, the spectral dimension ds is an intrinsic exponent related to the dynamics of 
fractal systems. 

5.5 Localization of Excitations on Fractal Networks 

In this section, we show that excitations on fractal networks are spatially localized. In 
order to prove this statement, let us consider electrons on a d-dimensional percolating 
network of size L. The conductance G(L) is defined as the current when a unit 
voltage is applied across the percolating network, as shown in Fig. 5.1. Since the 
conductance G(L) is proportional to the area L d- 1 and the reciprocal of the size L, 
we have the relation 

(5.42) 

where adc is the conductivity. Using (5.4) and (3.2), we obtain 

G(L) ex ~-J1!v L d-2 . (5.43) 
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Fig. 5.1. The arrangement for defining the conductance G(L) of ad-dimensional hypercubic 
system 

Provided that the relation L « ~ holds, the length scale characterizing this system 
becomes L alone and we can replace the correlation length by ~ --* L. This implies 
that 

G(L) ex Li3 , (S.44) 

where the exponent f3 is given by 

(S.4S) 

Here we have used (3.34) and (S.20). Equation (S.44) with (S.4S) indicates that G(L) 
goes to zero for L --* 00, because the exponent f3 is always negative due to ds ~ 4/3 
for percolating networks in any dimension. This means that the current does not flow 
and electrons are localized in infinite percolating networks. Note that the exponent 
f3 is equivalent to the value of the f3-function for large conductances. This will be 
discussed in Sect. 9.3 [S.8]. At length scales greater than ~ (L » n we can replace 
ds and Df by d, because the system is homogeneous. Thus, for example, for 3D 
percolating networks, f3 becomes positive, leading to the localization-delocalization 
transition (see discussion in Sect. 9.3). This transition, known as the quantum perco­
lation transition, has been extensively studied. The above argument guarantees that 
the quantum percolation transition point Pq is always larger than the (classical) 
percolation threshold Pc. 

We emphasize that the relation (S.44) with (S.4S) holds for general fractal net­
works, although the derivation has been demonstrated only for percolating networks. 
This implies that electrons in compact fractals (ds < 2) are localized, while they can 
be extended for fractals with ds > 2. Furthermore, it should be noted that the above 
localization argument applies to other excitations on fractal networks, because of the 
generality ofthe argument. Vibrational excitations on fractal networks, i.e., fractons, 
for example, are localized if ds < 2. 
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5.6 Phonons and Fractons in Percolating Networks 

We showed in Sects. 5.4 and 5.5 that vibrational modes called fractons are localized 
in percolating networks. Their spectral density of states and the dispersion relation 
are given by (5.40) and (5.41), respectively. As shown in Sect. 5.5, the spectral 
dimension ds and the fractal dimension Df should be replaced by the Euclidean 
dimension d at length scales larger than the correlation length ~. In this case, (5.40) 
and (5.41) give the density of states and the dispersion relation for conventional 
(extended) phonons, respectively. The relevant length scale for low-frequency vibra­
tional excitations is the wavelength A. Thus, vibrational modes with A much larger 
than ~ are phonons. According to the argument in Sect. 5.5, phonons in percolating 
networks are extended (3D) or weakly localized. Physically, this is because scat­
tering is determined by the square of the mass-density fluctuation averaged over 
regions of volume Ad. Hence, even if the short-range disorder is strong, the effective 
strength of the disorder for phonons with A » ~ is very weak. If the wavelength A 
approaches ~, fractal structures become relevant. When the length scale relevant to 
vibrational modes becomes shorter than ~ by increasing the frequency, excitations 
behave as localized fractons. The relevant length scale of fractons is L (w) in the dis­
persion relation (5.41). Vibrational excitations are therefore expected to cross over 
from phonons to fractons at increasing frequencies. This crossover can be regarded 
as the dimensionality crossover from d to ds and Df. 

From (5.41), we can derive the crossover frequency We for vibrational excitations 
by replacing L(w) ~ ~ to yield 

(5.46) 

The crossover frequency We is also related to the phonon dispersion relation W = vk, 
where v and k are the velocity and wavenumber of phonons. The relation We ~ v(p) / ~ 
and (5.46) give the velocity of phonons as 

(5.47) 

Because f.I - f3 is always positive, we have v(p) ~ 0 when p ~ Pe. The results for 
the density of states for vibrational excitations are summarized by 

{ 

wd-l 

--d' 
D(w) (X v~p) 

ds-l W , 

for W « We , 

for W » We . 

The dispersion relations become 

{ 
v(p)k , 

w(x 

kDflds , 

for W « We , 

for W » We , 

(5.48) 

(5.49) 
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where k for W » We does not mean the wavenumber due to the lack of translational 
symmetry of the system, but rather describes the inverse of the localization length 
A(w). It should be noted that fractons reflect two features of fractal structures, 
namely, the fractality and the lack of translational symmetry. 



6. Atomic Vibrations of Percolating Networks 

As discussed in detail in Chap. 5, vibrational excitations in fractal networks behave in 
a different manner from those in conventional disordered systems. These excitations 
called fractons are characterized by the spectral dimension ds . However, all the results 
on fractons presented in Chap. 5 are deduced from the scaling assumption (5.8). 
In order to confirm the results derived from the scaling arguments and clarify the 
nature of fractons, investigation by computer simulations is crucial. This has become 
possible recently due to a sharp increase in available computer power together with 
the development of new algorithms suitable for large-scale computations. These have 
been a great success in quantitatively describing the dynamics of complex systems. 

In this chapter, we first present the results of large-scale simulations for the 
vibrational density of states (DOS) of percolating elastic networks with scalar dis­
placements. These calculations are a rich source of information about properties of 
fractons including the accurate value of the spectral dimension ds . The behaviour of 
the DOS at the crossover region from phonons to localized fractons will be treated in 
detail. The localized character of fractons is also discussed. In addition, we discuss 
vibrational excitations of percolating elastic networks taking into account the vector 
nature of interactions and displacements. A scaling theory predicts the existence of 
another type of fracton in such systems. The relations between several exponents 
describing properties of networks with vector displacements are obtained by scaling 
arguments. 

6.1 Spectral Density of States and Spectral Dimension 

We showed in Sect. 5.3 that the spectral density of states for vibrational systems 
can be derived by solving the diffusion problem, or vice versa. These claims are 
demonstrated in detail in Appendix C, showing that the master equation forms a 
basis for deriving dynamical properties of fractal networks, such as atomic vibrations, 
spin waves, or superconducting properties. The correspondence relationship between 
diffusion and atomic vibrations provides several important predictions concerning 
fractons, as shown in Chap. 5. In this section, we deal with numerical results for the 
spectral density of states for elastic percolating networks with scalar displacements. 

We consider a bond-percolating (BP) network on a square or (hyper)cubic lattice 
with periodic boundary conditions, consisting of N particles with unit mass and 
linear springs connecting nearest-neighbor atoms. The reason why we treat a BP 



72 6. Atomic Vibrations of Percolating Networks 

network is that the fractal nature of BP networks is revealed even at very short -range 
scales, as demonstrated in Fig. 3.4. The equation of motion for atomic vibrations 
with scalar displacements is expressed by 

mUi(t) = LKijUj(t) , 
j 

(6.1) 

where Ui is the scalar displacement of the atom with unit mass (m = 1). It is assumed 
that the displacement Ui has only one component. The force constant is chosen as 
Kij = 1 (i i= j) if both nearest-neighbor sites i and j are occupied, and Kij = 0 
otherwise. The diagonal elements Kii are given by Kii = - Li#j Kij , derived from 
the condition that forces balance at the site i. Note that the force constants Kij have 

a different sign from the definition of the dynamical matrix elements ct>! used in the 
textbook on lattice dynamics [6.1]. 

The spectral densities of states (DOS) for 2D, 3D, and 4D BP networks at 
the percolation threshold P = Pc are given in Figs. 6.1a and b, which have been 
obtained numerically by means of a powerful method called the forced oscillator 
method [6.3]. The correlation length ~ diverges at p = Pc and the network has a 
fractal structure at any length scale. Therefore, we can expect DOSs of fractons in 
the wide frequency range WL « W « WD, where WD is the Debye cutoff frequency 
and WL is the lower cutoff determined by the system size. The frequency WL is quite 
small (w ~ 10-5 for the 2D result) for the results in Fig. 6.1 because of the large 
sizes of the systems treated. The DOS and the integrated DOS per atom are shown by 
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Fig. 6.1. (a) Spectral densities of states per atom for 2D, 3D and 4D BP networks at P = Pc. 
(b) Integrated densities of states for the same. The angular frequency w is obtained with mass 
units m = 1 and force constant K = 1. The networks are formed on 1 100 x 1 100 (2D), 
100 x 100 x 100 (3D), and 30 x 30 x 30 (4D) lattices with periodic boundary conditions, 
respectively [6.2J 
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the filled squares for a 2D BP network at Pe = 0.5 formed on a 1 100 x 1 100 square 
lattice (N = 657426) with periodic boundary conditions. The spectral dimension 

as is obtained as as = 1.33 ± 0.01 from Fig. 6.1 a, whereas data in Fig. 6.1b give the 
more precise value as = 1.325 ±0.002.1t should be emphasized that the approximate 
w I /3 law holds even in the low frequency region. 

The DOS and the integrated DOS for 3D BP networks are given in Figs. 6.1 a and 
b by the filled triangles (middle). These data show results averaged over three samples 
at the percolation threshold Pe(= 0.249). The networks, formed on 100 x 100 x 100 
cubic lattices, have 155385, 114303, and 143026 atoms. The spectral dimension 

as is obtained as as = 1.31 ± 0.02 from Fig. 6.1 a and as = 1.317 ± 0.003 from 
Fig.6.lb. 

The DOS and the integrated DOS of 4D BP networks at Pe = 0.160, formed on 
30 x 30 x 30 x 30 quartic lattices, are shown in Figs. 6.1 a and b by filled circles, 
obtained by averaging over 15 samples. The network sizes are N = 8410-64648. 
The DOS in the frequency region 0.1 ,:s W ,:s 1.0 clearly shows the power-law 
dependence, as found in the 2D and 3D cases. The spectral dimension as is estimated 
as as = 1.31 ± 0.03 from the least-squares fitting using the data of Fig. 6.1a. 

The DOS of a 2D site-percolating (SP) cluster with P = 0.67 is shown in 
Fig. 6.2. This percolating network is formed on a 700 x 700 square lattice with 
network size N = 317 672. The percolation correlation length; of this system is 
finite. As shown in Sect. 5.6, we expect a crossover from phonons to fractons in the 
DOS. The crossover frequency We corresponds to the mode of wavelength A equal 
to the correlation length;. Hence, the DOS in the frequency regime lower than We 

should be given by the conventional Debye law D(w) oc W d - I , while D(w) oc wds - I 

for w » We, where d is the Euclidean dimension. The simulated result is consistent 
with this view, because the frequency dependence of the DOS for lower frequencies 
(w « 0.05) clearly obeys the law D(w) oc wand the DOS is closely proportional to 

10°r-------~------~-------r------_, 

10-1 

CI) 

o 
o 

p=O.67 /"'. 
N=317672 ~ :. 

ocV"" 1 
/ ocOl'D 

Fig. 6.2. The DOS per atom for a 2D network at p = 0.67 formed on a 700 x 700 square 
lattice. The network size is 317672. Solid circles indicate numerical results. The straight line 
is only meant as a guide to the eye [6.4] 
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Fig. 6.3. The DOS per atom for a 3D BP network at p = 0.31 (Pe = 0.249) formed on a 
120 x 120 x 120 cubic lattice [6.5] 

W1/ 3 in the frequency region 0.05 « W « 1.1t is known that excitations in disordered 
systems with Euclidean dimension d ::: 2 should be localized (See Sect. 5.5). In this 
sense, even phonons excited below We ~ 0.05 are localized, but weakly, whereas 
fractons are strongly localized. [The term 'strongly' means that the value of the 
exponent f3 defined by (5.45) for fractons in percolating networks is smaller than 
that for phonons.] 

The region in the vicinity of We in Fig. 6.2 is the crossover region between 
phonons and fractons. It should be emphasized that the DOS is smoothly connected 
in this region, without exhibiting any significant steepness or hump. It is remarkable 
that the DOS does not follow the w1/ 3 dependence above W ~ 1. This will be 
interpreted in Sect. 6.3 in connection with the discussion on missing modes. 

The smooth crossover is also demonstrated in the case of 3D percolating net­
works. The DOS of a BP network at p = 0.31 (Pe = 0.249) formed on a 
120 x 120 x 120 simple cubic lattice is shown in Fig. 6.3. The network size is 
N = 1 302424 and a periodic boundary condition is used for calculations. The 
crossover frequency We of this system is estimated from Fig. 6.3 as We ~ 0.07. The 
DOS in the low frequency regime (W« we) obeys the Debye law D(w) ()( w2, while 
the DOS follows D(w) ()( Wds - 1 (as ~ 4/3) for W > We. A peak at W = 1 in Fig. 6.3 
is attributed to vibrational modes of a single site connected by a single bond to a 
relatively rigid part of the network (a blob in the sense of the nodes-links-blobs 
model discussed in Sect. 3.4). It is clear that the DOS exhibits no steepness or hump 
in the crossover region in the vicinity of We. 
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6.2 Missing Modes at Low Frequencies 

The simulation results presented in Sect. 6.1 confirm the theoretical predictions 
obtained by scaling arguments in Sects. 5.4--5.6. It is found that the DOS of a 
percolating network above threshold (p > Pe) is characterized by two regimes. The 
fracton DOS is given by 

Dfr(W, p) = Awds - 1 , for W» We, (6.2) 

and the phonon DOS takes the form 

for W« We, (6.3) 

where A and B are coefficients. It should be noted that the whole DOS per particle 
is normalized as 

100 
D(w)dw = I . (6.4) 

Since d is always larger than ds, Dph(w) is smaller than Dfr(W) at low frequencies 
when the latter is extrapolated to phonon frequencies (see Fig. 6.4). This implies 
that some modes in the low frequency regime are missing as P increases from the 
threshold value Pe. Due to the normalization condition (6.4), their spectral weight 
must be recovered somewhere. If the coefficient A in (6.2) is independent of p, the 
most probable region to recover these missing modes is near We, which leads to an 
accumulation of modes in the vicinity of We [6.6,6.7]. In the early stages of studies 
on the phonon-fracton crossover, a hump was expected in the DOS at W ~ We for 
percolating networks above Pe. The point is that such a hump is never observed at 
the phonon-fracton crossover in simulations of the DOS, as shown in Figs. 6.2 and 
6.3. 
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Fig. 6.4. Crossover of the DOS (solid curve). The dotted (dashed) curves represent the 
continuation of the phonon (fracton) asymptotic behaviour into the crossover regime [6.6] 
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6.3 The Hump at High Frequencies 

In order to explain the absence of a hump in the observed crossover region, we write 
the scaling form for the DOS of a percolating network for P > Pc as 

D(w, p) = A(p)wds - I F(w/wc) . (6.5) 

For an infinite percolating network, the phonon-fracton crossover frequency is given 
by (5.46), i.e., 

(6.6) 

The scaling function F(x) should take the form 

F(x) = 1 , for x» 1 , (6.7) 

and 

F(x) = x d - ds , for x « 1 . (6.8) 

Equation (6.6) provides a prediction for the p-dependence of D(w, p) in the phonon 
regime of the form 

(6.9) 

Figure 6.5 shows the DOS divided by wl / 3 as a function of w, in which a horizontal 
line corresponds to the fracton regime. Data for Pc = 0.593 are plotted with filled 
circles, where the network was prepared on a 700 x 700 lattice with N = 116991. 
The rescaled data for the DOS for a network with p = 0.67 (N = 317672) are plotted 
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Fig. 6.5. Densities of states divided by wl / 3 as a function of the frequency w. Solid circles 
are the result for a percolating network at p = Pc, and open circles for p = 0.67. Horizontal 
lines are just guides to the eye [6.8] 
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with open circles. We can clearly discern two regimes in the data for p = 0.67, with 
a crossover frequency We ~ 0.1. It is found that the magnitude of the DOS in the 
fracton regime is different in the two simulations. This invalidates the assumption 
that the coefficient A in (6.2) is independent of p. Furthermore, we should note 
that the two curves of Fig. 6.5 could not possibly be made to scale towards the 
upper cutoff of the fracton range. This is the region where modes missing from 
the low frequency regime have accumulated, exhibiting the violation of the scaling 
hypothesis in (6.5). 

To understand the last observation, it is helpful to consider the simple model 
illustrated in Fig. 6.6. From the Sierpinski gasket of Fig. 6.6a, we can construct 
infinite homogeneous systems in different ways. Vibrational modes of the simple 
gasket in Fig. 6.6a have been investigated in considerable detail in [6.9]. The spectral 
density peaks at W = vis, and molecular, or strongly localized modes have the 
highest density near the upper cutoff at W = -/6. These modes are only slightly 
modified by the higher coordination of a few sites (z = 6) in Fig. 6.6b. The higher 
z simply produces a few modes at frequencies above the Sierpinski gasket band, in 
the region -/6 < W < 3, where w = 3 is the upper cutoff of the 2D triangular lattice. 
An alternative way to construct a large-scale homogeneous system is illustrated in 
Fig. 6.6c. That model corresponds more closely to the intuitive picture of percolating 
networks that reach their correlation length by growing into each other. In that case, 
the whole region -/6 < w < 3 becomes rather densely populated with modes, at 
the expense of the DOS in the fracton regime. The corresponding missing spectral 
weight is rather uniformly distributed over the low frequency region. 

The above considerations can now be extended to percolation with a correla­
tion length ~ [6.8]. The discussion is facilitated by adopting the nodes-links-blobs 
picture, as illustrated in Fig. 3.7a. The typical separation of the nodes forming the 
macroscopically homogeneous network equals the correlation length~. Using 

(6.10) 

and 

Dfr(W) = A(p)w1/3 , (6.11) 

(a) (b) (c) 

Fig. 6.6. Two different tilings of the Sierpinski gasket. (a) is the original gasket. (b) and (c) 
represent unit cells of the two types of Sierpinski lattice 
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we can calculate the number Mph of missing modes associated with the phonon 
regime as 

(6.12) 

Using A(p) = A(pc) ~ 0.4 and Q ~ 13 from Fig. 6.5, we can estimate Mph ~ 
3 (p - Pc) vDf. The number of occupied sites on the infinite network in the correlation 
box, ~d, is ~d Poe" where Poo = Po(p - Pc)f3. Hence the actual number of missing 
modes within the correlation box is 

(6.13) 

where So is defined by ~ = So I p - Pc I-v, and the hyperscaling relation -dv + 
fJ + vDr = 0 [(3.34)] is used. Using So = 0.95 and Po ~ 1.53 for 2D percolating 
networks, the number of missing modes is found to be of the order of unity. There 
is thus one missing mode per area ~2. This result suggests that missing modes 
associated with the phonon regime shift to high-frequency vibrations of modes 
which have higher coordination. 

Numerically more important is the number of missing modes Mrr produced by 
the depression of the fracton density from A(pc) to A(p). Ignoring the hump near 
the higher cutoff frequency wo, this number is 

l WD A(p) 
Mrr = [Drr(w, Pc) - Drr(w, p)]dw = 1 - -- . 

o A(pc) 
(6.14) 

For the second equality, use was made of (6.5) and the fact that the integral of 
Drr(w, Pc) over the full frequency range is normalized to unity. The simulated 
values of Mrr for several values of p are shown in Fig. 6.7, demonstrating a critical 
behavior, Mrr = Mo(p - pc)m. The solid line gives m = 4/3 and Mo ~ 4.1. 

This behavior can be explained as follows. A number of sites in percolating 
networks above Pc have higher coordination than in a network at Pc. The number of 
these sites is much larger than the small number of nodes that form the homogeneous 
system. Based on the naive picture of Fig. 6.6c, we expect the number Nh of these 
higher coordination sites to be proportional to the number of perimeter sites of a 
correlation box. In the case of the percolation network, the perimeter of a correlation 
box is a fractal of dimension Dr - 1. The number Nh is thus proportional to ~Df-l. 
Since the total number of occupied sites within the correlation box is ~Df, the relative 
number of high-frequency modes attributed to higher coordination sites is then 

(6.15) 
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Fig. 6.7. Number of missing modes produced by depression of the fracton DOS as P increases 
from Pc [6.8] 

For 2D percolating networks, taking into account the four sides of the correlation 
box, this ratio becomes 

4 4/3 Mfr ~ - ~ 4.2(p - Pc) , 
~ 

(6.16) 

Both the exponent and the amplitude agree well with the simulated values (see 
Fig. 6.7). This supports the validity of this interpretation. Although there is, strictly 
speaking, no well defined perimeter of a correlation box, the concept of the perimeter 
appears to remain well defined from an average point of view. 

6.4 Localized Nature of Fracton Excitations 

We showed in Sect. 5.5 that the scaling theory predicts localization of fracton 
excitations on a percolating network. The key parameter in the scaling theory is 
the exponent f3 given by (5.45), which is always negative because (is ~ 4/3 for 
percolating networks, in any Euclidean dimension d. This implies that fractons 
are spatially localized. In this context, the ensemble-averaged envelope function of 
fracton excitations should in principle be expressed as 

(6.17) 

where A(w) is the frequency-dependent localization length and r a radial distance 
from the center of the fracton. The exponent dq, denotes the strength of localization. 

Bunde and Roman [6.10] have given an analytic explanation for the asymptotic 
spatial behavior of fractons. For scalar vibrations, the envelope function of the 
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fracton, I¢fr(r, w)l, is related to the probability density P(r, t) for finding a random 
walker after time t at a site separated by a distance r from its starting point. From 
(C.30) in Appendix C, this relation is 

P(r, t) = LX> D(w)l¢fr(r, w)1 exp( -w2t) dw , (6.18) 

where D( w) is the DOS per atom. For a large class of networks, including percolating 
networks at Pc, P(r, t) decays, upon averaging over typical configurations, according 
to [6.11] 

dw u=-_--, 
dw - 1 

log P(r, t) ex -[r/ R(tW , (6.19) 

where dw is the diffusion exponent defined in (5.16). Using the asymptotic form of 
(6.19), we obtain dq, = 1 by taking the inverse Laplace transform of (6.19) and using 

the relation A(w)-l ex w2/dw from (5.19) and (5.41). 
We warn the reader that the ensemble average of matrix elements may be very 

different in general from the matrix element using ensemble averages for the fracton 
functions. For example, the Raman scattering intensity is proportional to the square 

Fig. 6.8. (a) Typical fracton mode (w = 0.04997) on a 2D BP network, which is obtained 
by applying the forced oscillator method [6.3]. Bright region represents the large amplitude 
portion of the mode. (b) Cross-sections of the fracton mode shown in (a) along the white line. 
Thefour figures are snapshots at four different times [6.12,6.13] 
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of the elastic strain induced by fracton excitations. For this case, the ensemble 
average of the matrix element for individual fractons should be taken into account. 

A typical mode pattern of a fracton on a 2D percolating network is shown in 
Fig. 6.8a, where the eigenmode belongs to the angular frequency (j) = 0.04997. 
The percolating network at Pc = 0.593 is formed on a 700 x 700 square lattice 
with N = 169576 occupied sites. To bring out the details more clearly, Fig. 6.8b 
shows cross-sections of this fracton mode along the line drawn in Fig. 6.8a. Filled 
and open circles represent occupied and vacant sites in the percolating network, 
respectively. We see that the fracton core (the largest amplitude) possesses very 
clear boundaries for the edges of the excitation, with an almost step-like character 
and a long tail in the direction of the weak segments. This contrasts with the case of 
homogeneously extended modes (phonons) in which the change in their amplitudes 
is smoothly correlated over a long distance. It should be noted that displacements 
of atoms in dead ends (weakly connected portions in the percolating network) move 
in phase, and falloff sharply at their edges. In addition, the tail extends over a 
very large distance with many phase changes. This is a natural consequence of the 
orthogonality condition for the eigenmodes, since vibrational modes belonging to 
eigenfrequencies (j)2 f- 0 must be orthogonal to the mode with uniform displacement 
of (j)2 = 0 (see Fig. 6.9). 

(a) 

t t t t t t t t t t t t t t 
• • • • • • • • • • • • • • 

(b) 

~ Fig. 6.9. Schematic illustrations of vibrational 
modes belonging to (a) w = 0 and (b) w f=. O. 
These modes are mutually orthogonal 

6.5 Networks with Vector Elasticity: Scaling Arguments 

In actual vibrational systems, the vector nature of atomic displacements is crucial. 
Percolating networks with vectorial elastic forces have different critical exponents 
from those with scalar forces. It is more difficult to map the diffusion problem 
onto the vibrational problem with vector elasticity because the vector nature of 
the displacements represents a significant additional complication. We describe this 
aspect in detail in terms of scaling arguments. 

The rotationally-invariant Hamiltonian taking account of vector displacements 
is given by the valence force field (VFF) description. The VFF was originally 
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introduced to describe molecular vibrations and later adapted to crystals [6.14], 
providing the most useful phenomenological description of short-range valence 
forces. The VFF Hamiltonian is described in terms of internal variables as 

1 L . 2 1 L [ ]2 1 L 2 H = - u· + -a K· (u· - u ·)·r.. + -fJ K·Kk(Ae"k) 2 I 2 I) I ) I) 2 I) I )l • 

i ij ~ 

(6.20) 

Here Ui is the vector displacement of the i th atom with unit mass (m = 1), rij 

the unit vector connecting nearest-neighbor sites, and f...8ijk the small change in 
angle between bonds (ij) and (ik) due to the displacements of atoms. It should be 
emphasized that, for square or cubic lattices, both the equilibrium angles 8ijk = Jr /2 
and Jr should be involved in this Hamiltonian. Thus, the rigidity threshold of this 
system is identical to the percolating threshold Pc. From a model taking into account 
only 8ijk = Jr /2, the angular force along linear links becomes irrelevant, so that the 
rigidity threshold becomes larger than the percolation threshold. The parameter Kij 

takes the value unity if both nearest-neighbor sites i and j are occupied by atoms, and 
Kij = 0 otherwise. The symbols a and fJ are the bond-stretching and bond-bending 
force constants, respectively. 

There exists an additional characteristic length Ie in percolating networks with 
vector elasticity, besides the correlation length ~. This length Ie depends only on the 
force constants a and fJ in (6.23), while ~ depends on p. The length Ie determines the 
crossover from the scale region in which bond-stretching motions are energetically 
favorable to the region where bond bending becomes dominant. We can connect 
the characteristic lengths ~ and Ie with two characteristic frequencies, w~ and Wlc ' 

respectively. 
On the basis of the nodes-links-blobs model described in Sect. 3.4, Kantor 

and Webman [6.15] showed that the effective spring constant K between blobs is 
expressed by 

( )
-1 (fJ )-1 

K- 1 ex :1 + LI~2 ' (6.21) 

where blobs are assumed to be perfectly rigid and L 1 denotes the number of links. 
From (3.52), the mean number of links varies with p as 

(6.22) 

If (a/L I ) « (fJ/Ll~2), the first term (stretching motions) of the effective spring 
constant (6.21) dominates. We then have 

a 
Kex -. 

Ll 

The condition for (6.23) to hold can be written as 

(6.23) 

(6.24) 
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where 

(6.25) 

This implies that the elastic energy of the system is primarily associated with the 
stretching force constant. For the case of Ie « ~, the bond-bending spring constant 
becomes dominant, and the effective force constant is 

f3 
Kex--2 · 

LI~ 
(6.26) 

Let us derive the formula for the DOS of stretching fractons [6.15-6.17], for a 
system of size L « ~. The DOS at the lowest finite frequency ~(V of this system 
takes the form 

1 
D(~(V) = LDr~(V , 

where the level spacing ~(V is given by 

[ 
K(L)] 1/2 

~(V ex -- . 
M(L) 

(6.27) 

(6.28) 

Quantities M(L) and K(L) are the mass and the effective spring constant of the 
system of size L. The effective spring constant is obtained for L « Ie from (6.22) 
with ~ = L and (6.23): 

K(L) ex ~ ex L -II" . 
LI 

Using the relation M(L) ex LDr, the lowest frequency ~(V is 

~(V ex L -(Dr+ I MI2 . 

(6.29) 

(6.30) 

Using this dispersion relation and replacing ~(V by an arbitrary frequency (V as in 
Sect. 5.4, the DOS for stretching fractons becomes 

(6.31) 

Note that the exponent is determined only by the static exponents Df and v. This 
is due to the assumption that blobs are perfectly rigid. Since the conductivity aij 

between sites i and j corresponds to the elastic force constant Kij , as seen from the 
mapping relation between the resistive and the elastic networks [6.18], rigid blobs 
behave as superconductors in the conducting nodes-links-blobs model. 

The nodes-links-blobs model relates the conductivity exponent J.L introduced in 
(5.4) to static exponents. The conductance G(L) for this model is given by 

1 
G(L) ex - , 

Ll 
(6.32) 
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where blobs are assumed to be superconducting. Using (6.22) with ~ = Land 
the relation (5.42) between the conductivity lTdc and G(L), G(L) ex lTdcLd-2, the 
conductivity can be expressed by 

L 2-d-l/v 
lTdc ex . (6.33) 

The finite-size scaling discussed in Sect. 3.3 gives the p-dependence of lTdc in infinite 
systems as 

(6.34) 

which implies that the conductivity exponent f.L can be expressed by 

f.L = v(d - 2) + 1 . (6.35) 

The above exponent f.L constitutes a lower bound for the conductivity exponent of 
actual percolating networks. This is because blobs are assumed to be superconductors 
in this model, and the actual conductivity lTdc of a percolating network close to Pc is 
necessarily smaller than that predicted by (6.35). 

Using the relation Df = d - f3/v [(3.34)], the DOS for stretching fractons (6.31) 
becomes 

where 

- 2vDf 
dst =----

21) + f.L - f3 

(6.36) 

(6.37) 

Note that the exponent dst takes the same form as ds given in (5.20). Thus, the nodes­
links-blobs model for vector elasticity predicts that stretching fractons belong to 
the same universality class as scalar fractons. We should also note that stretching 
elasticity is, in general, different from scalar elasticity because the stretching force 
constant becomes relevant only to motions along the bond connection, whereas 
scalar displacements respond to any deformation. Nevertheless, under the condition 
L « Ic, they both belong to the same universality class. 

Consider the opposite case, Ie « L « ~. The effective spring constant K is given 
by (6.26), for which bending motions become relevant. The relation corresponding 
to (6.29) is found to be 

K(L) ex L -2-1/v . (6.38) 

Equation (6.28) then implies 

Aw ex L -[Df+(lM+2]/2 . (6.39) 

This dispersion relation gives the DOS for bending fractons, 
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D(w) ex W2vDr/(vDr+2v+l)-1 . (6.40) 

The expression for the DOS contains only static exponents, as in the case of (6.31), 
because we treat blobs as rigid bodies. Using the relation (6.35) for the nodes-links­
blobs model, the above DOS can be written as 

(6.41) 

where 

- 2VDf 
db = . 

4v + /L - f3 
(6.42) 

The spectral dimension db for bending fractons takes a smaller value than that for 
stretching fractons given by (6.37), because of v > O. This implies that bending 
fractons belong to a different universality class than stretching fractons. 

The spectral dimension db can also be expressed by the elasticity exponent f for 
the Young's modulus Y. The exponent f is defined by 

(6.43) 

The critical exponent f defined above can be related to static exponents within the 
nodes-links-blobs model as follows. Since the relation K ex YL d-2 holds (this is 
analogous to the relation between the conductance and the conductivity), and with 
the help of (6.38), we obtain the relation for the case Ie « L « ~ : 

Yex L -d-l/v . (6.44) 

Comparing (6.44) with (6.43) leads to 

f=vd+l. (6.45) 

We should note that this relation also gives a lower bound for the elasticity exponent 
f. From the relations (6.35) and (6.45), we have the relation 

f = /L + 2v . (6.46) 

This relation leads to another expression for db given by (6.42) as 

- 2vDf 
db = . 

2v + f - f3 
(6.47) 

This is the same as dst in (6.37) if we replace fin (6.47) by /L. 
Finally, we should mention the frequency regions of stretching fractons with 

DOS given by (6.36) and bending fractons with DOS given by (6.41). There exists 
a characteristic frequency WIc corresponding to the mechanical length Ie, as well as 
w~ corresponding to the correlation length ~. The frequency w~ is nothing but the 
crossover frequency We given by (5.46). From the dispersion relation (6.39) with 
L = Ie, the frequency WIc is given by 
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( 
f3) -[Df+(1fv)+21/4 

Wlc ex - , 
a 

(6.48) 

where we have used (6.25). The condition L « Ie, for example, can be read as 
W » Wlc' Therefore, stretching fractons [(6.36)] appear in the frequency regime 
W» max (Wlc , w~), and bending fractons [(6.41)] for w~ « W « Wlc' Vibrational 
modes in the regime W « w~ are phonons with the conventional Debye DOS. 
Using the known values f = 3.96, v = 4/3, f3 = 5/36 and Df = 91/48 for 2D 
percolating networks, the spectral dimension for 2D bending fractons is estimated to 
be db ~ 0.78. This indicates that the DOS weakly diverges at very low frequencies. 

6.6 Simulation Results for Vector Elasticity 

In this section we present simulation results for the DOS of large-scale percolating 
networks with vector displacements. In order to clarify the contributions of stretching 
and bending fractons, elastic percolating networks with f3/a = 0.01 and 1.0 are 
treated. The ratio f3ja = 0.01 allows exclusive examination of the DOS for the 
bending fracton regime because the stretching fracton regime is shifted into the high­
frequency region. Figures 6.1 Oa and b show the results for the DOS and the integrated 
DOS for percolating networks at P = Pc, respectively, where the percolating network 
formed on a 500 x 500 square lattice has 53673 occupied sites The sets of force 
constants [a, f3] in (6.20) are taken as [1.0,0.01] (filled circles) and [0.12,0.12] 
(open circles), respectively. The cutoff frequency is WD = 2.0784, by virtue of the 
above choice of force constants. The DOS, given by filled circles in Fig. 6.lOa, 
weakly diverges as W -+ 0 in accord with the theoretical prediction presented in 
Sect. 6.5. The value of the bending-fracton dimension db obtained by a least-squares 
fitting from Fig. 6.l0 is db = 0.79. This value agrees well with the predicted value 
(db ~ 0.78). 
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Fig. 6.10. (a) Density of states and (b) integrated density of states of percolating networks 
with vector displacements. Solid circles indicate results for the network with stretching force 
constant a = 1.0 and bending force constant fJ = 0.01. Open circles are for a = fJ = 0.12 
[6.19] 
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In the case of .Bfa = 0.01 (filled circles in Fig. 6.10), the mechanical length scale 
Ie becomes smaller than the lattice constant, resulting in an over-large crossover 
frequency Wlc to distinguish the crossover frequency region. For the case of .Bfa = 
1.0 (open circles in Fig. 6.10), the crossover frequency can be estimated to be close 
to W ~ 0.1. Note that the simulation does not exhibit any noticeable hump in the 
frequency dependence of the DOS around the crossover frequency as shown by the 
open circles in the vicinity of W ~ 0.1. The DOS for .Bfa = 1.0 does not exhibit 
a distinct crossover to stretching fractons at Wlc. This is due to a broad crossover 
from stretching to bending fractons. Furthermore, it should be emphasized that the 
magnitudes of the DOS in the bending fracton regimes depend on the ratio .Bfa, 
as seen from the filled and open circles in Fig. 6.10. This implies that there exist 
missing modes accumulating in a high-frequency region around the cutoff frequency 

wn· 



7. Scaling Arguments for Dynamic Structure Factors 

Inelastic scattering experiments provide rich information on dynamic properties of 
fractal structures. A variety of scattering experiments have been performed that are 
sensitive to vibrational modes in fractals, among which inelastic neutron scattering 
(INS) and light scattering experiments are especially important for investigating the 
dynamics of fractal structures. The energy of neutrons of appropriate wavelengths A 
for structural and dynamic studies corresponds to thermal energies at temperatures 
from a few kelvin to well above room temperature. Because of this wavelength­
energy relation, neutron scattering becomes a powerful technique for studying static 
and dynamic structure on atomic scales. 

Analyses and interpretations of data obtained by INS experiments for fractal 
structures are more complex than those for crystals because of the lack of long­
range order in atomic positions. Consequently, there is no strongly destructive or 
constructive interference for scattered waves of neutrons, giving rise to Bragg peaks 
in the elastic scattering, and to momentum-conserving selection rules in the one­
phonon inelastic scattering, as is the case for crystals. In fractal structures, we cannot 
work around Bragg peaks as in crystals since coherent INS in the appropriate q­
w space is limited by kinematical conditions due to the conservation of energy and 
wavevector [7.1,7.2]. Alexander et al. [7.3] have shown that scaling analysis based on 
the single-length-scale postulate is an efficient way of interpreting experimental data 
concerning inelastic scattering for random fractal structures. This chapter describes 
in detail scaling theories of the dynamic structure factor S(q, w) obtained by INS 
experiments and the Raman intensity I(w). Numerical evidence for these theories is 
also presented. 

7.1 Dynamic Structure Factors: Inelastic Neutron Scattering 

The dynamic structure factor S(q, w) is proportional to the space-time Fourier 
transform of the density-density correlation function defined by 

G(lr - r'l, t) = (p(r, t)p(r', 0)) , (7.1) 

where p(r, t) is the number density at time t and position r, and the angular bra­
ckets denote the equilibrium ensemble average [7.4,7.5]. The number density with 
temporal fluctuations induced by atomic vibration with the displacement Ui (t) is 
expressed as 
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(7.2) 

where Ri denotes the equilibrium position of the i th nucleus. We usually neglect the 
contribution of elastic scattering (w = 0) to Seq, w). The dynamic structure factor 
Seq, w) is then expressed in terms of the Fourier transform of the density fluctuation 
I1p(r, t), i.e., 

(7.3) 

where I1Pq(t) is the spatial Fourier transform of the density fluctuation I1p(r, t) and 
N is the number of sites. The quantity I1p( r, t) is defined by 

(7.4) 

From this definition, the Fourier transform I1pq(t) becomes 

I1Pq(t) = L[e-iq'(Ri+Ui(t)) _e-iq-Ri ] . 

1 

(7.5) 

Decomposing Ui(t) into normal modes Ui(t) = LA ute-iw)J, where WA and ut are 
the eigenfrequency and eigenvector of the mode A, we obtain 

I1pq(t) = LI1PA(q, t) + O(u2) , 

A 

where 

and 

(7.6) 

(7.7) 

(7.8) 

Substituting (7.6) with (7.7) and (7.8) into (7.3), the dynamic structure factor Seq, w) 
becomes 

1 
Seq, w) = N ~ 8(w - wA)(I1PA(q)I1PA( -q») . (7.9) 

The equilibrium ensemble average ( ... ) contains the thermal average and the en­
semble average at zero temperature. The thermal average produces the thermal 
factor [new) + l]jw, where new) is the Bose-Einstein distribution function. Hereaf­
ter, we consider the dynamic structure factor divided by this thermal factor, namely, 
Seq, w) --+ wS(q, w)j[n(w) + 1]. The reduced Seq, w) is then given by 
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1 
Seq, w) = N L 8(w - WA)(~PA(q)~PA( -q))en , (7.10) 

A 

where ( ... )en denotes the ensemble average at zero temperature. Introducing the 
density of states (DOS), we can replace the summation over A in (7.10) by a frequency 
integral as 

Seq, w) = D(w)(~PA(q)~PA(-q))w, (7.11) 

where D(w) is the DOS of vibrational modes per atom and (···)w denotes the 
average over all modes with frequencies close to w. It should be noted that the 
variable q(= Iql) of Seq, w) in (7.11) is a scalar quantity. This is because we assume 
the isotropy of random fractal systems in our analysis. 

In principle, Seq, w) can be calculated analytically using (7.11) with (7.8), if we 
know the eigenvectors ut for a specific realization. However, this is not easy using 
analytical arguments because of the extremely complicated character of vibrational 
modes in fractal structures. In addition, we should emphasize that the dynamic 
structure factor Seq, w) represents plane-wave components of the eigenvectors since 
it is defined through the spatial Fourier transformation. If the eigenmode is a plane 
wave, Seq, w) of a function of w becomes a 8-function with a peak at a specific 
frequency. The dynamic structure factor Seq, w), however, has a large frequency (or 
energy) width for fractons above the phonon-fracton crossover frequency We. We 
should clarify the meaning of this frequency width. Obviously, exact eigenstates 
possess definite eigenfrequencies and have no frequency width. A localized fracton 
can be expanded in plane waves. The width of Seq, w) should be understood as the 
frequency range over which frequencies of the constitutive plane waves vary. 

7.2 Single-Length Scaling Arguments 

The asymptotic behavior of the dynamic structure factor Seq, w) can be analyzed 
in terms of the single-length-scale postulate (SLSP), by introducing the frequency­
dependent length scale A (w) [7.3]. The physical meaning of A (w) is the length scale 
representing the wavelength and/or localization length of fracton excitations. From 
the dispersion relation of fractons (5.41), this length scale is given by 

A(w) <X W-ds /Df • (7.12) 

The SLSP claims that the length scale A(w) is a unique characteristic length of 
fractons. If the SLSP is valid, Seq, w) should be scaled only by A(w), so that 

Seq, w) = qY H(qA) , (7.13) 

where y is an exponent. The scaling function H(x) is assumed to behave asymptoti­
cally as 
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for x « 1 , 
(7.14) 

for x» 1 . 

Here a and a' are new scaling exponents. Combining (7.12) with (7.13), we have 

for qA(w) « 1 , 
(7.15) 

for qA(w) » 1 , 

where we have used the relation (7.12). 
The exponents y, a, and a' can be related to other exponents such as Dr and as. 

In the case qA « 1, (7.8) can be expanded as 

(7.16) 

where R~ = Ri - R). with R). defined as the center of the A-mode fracton excitations. 
The summand in (7.16) can be written in terms of the dyadic product as q.(R~ Q9 

u~).q. Choosing the center of the fracton excitation as the origin, i.e., R). = 0, and 
using the condition Li u~ = 0, we have the relation 

Vi. 

ApA(q) ~ - Lq· [R~ Q9 (u~ - uA)]·q, (7.17) 

where U A is the amplitude at the center of the A-mode fracton and the summation 
is restricted to a vibrating region VA chosen as the smallest region for which the 
boundary condition plays no significant role for the vibration A. We introduce an 
average strain tensor eA defined by 

(7.18) 

U sing this strain tensor, (7.17) can be written 

(7.19) 

The R~ in V). are at most of order A(w), so that the magnitude of ApA(q) can be 
estimated as 

Substituting (7.20) into (7.11), we have 

Seq, w) ex: D(w)q4[A(w)fDf+4(eA 2)",. 

(7.20) 

(7.21) 
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Alexander et al. [7.3] assumed that (eA 2)", has a scaling form. To leading order, 

(7.22) 

where the root-mean-squared amplitude u(w) of the fracton modes is defined by 

(7.23) 

Here NA is the number of sites contained in the region of vibrations, VA [i.e., 
(NA)", ex: A(w)Df]. The new exponent CJ thus characterizes an effective length 
relevant to the average strain, analogous to the relationship between the chemical and 
Euclidean lengths. The magnitude of u(w) is proportional to [A(w)rDf /2 because 
of the normalization condition Li lutl2 = 1. From (7.21), (7.22), and (7.12), we 
have 

for qA(w) « 1 . 

Thus, the exponents y and a in (7.15) are determined as 

and 

Dr 
y=2CJ-­ds ' 

Dr 
a=4+-=--2CJ. 

ds 

(7.24) 

(7.25) 

(7.26) 

In the case qA(w) » 1, the phase factor e-iq-Ri in (7.8) is uniform (coherent) 
only over small regions of size lq ex: q-l [« A(w)]. Provided that the vibrating 
region VA is divided into blobs of size lq « A (w), the number of blobs in the region 
VA is proportional to [qA(w)]Df and each blob has ~ (qa)-Df particles. Then, as for 
the derivation of (7.16), we can expand (7.8) for small q to obtain 

(7.27) 

where RfJ is the center of mass of the blob fJ and ri = Ri - RfJ. The factor 
fJ 

U~ ~ (qa)Df L~A ut is the averaged motion of the blob fJ in the eigenmode A. The 
second summation in (7.27) is taken over the region of the blob fJ. Inserting (7.27) into 
(7.11), we have the phase factor exp[ -iq·(RfJ - RfJl )]. Because there is no coherent 
contribution of the scattering from different blobs in this limit [qA(w) » 1], only 
terms with fJ = fJ' remain. Alexander et al. [7.3] suggest that the first term dominates 
the second term in (7.27) for qA(w) » l. 
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We thus have the result 

(7.28) 

When the number of particles in each blob becomes large, i.e., (qa)-Df » 1, the 
magnitude of ((Uf)2)w is assumed to be 

(7.29) 

where x is a new exponent. The dynamic structure factor Seq, w) is expressed using 
the relation u(w) ex: [A(w)]-Dr/2, which yields 

Comparing this expression with (7.15), we have 

and 

2 - Df + X = Y - a' , 

, Df-
a = -=-(ds -1) . 

ds 

The exponent x can be related to a using (7.25) and (7.31), which yields 

x = 2(a - 1) . 

(7.30) 

(7.31) 

(7.32) 

(7.33) 

To summarize, the scaling argument based on the SLSPpredicts that Seq, w) behaves 
as 

[

q4W(2a-4)(dS/Df)-1 , 

Seq, w) ex: 
2a-Df ds -1 q W , 

for qA(w) « 1 , 

for qA(w) » 1 . 

7.3 Numerical Simulations of S(q, w) 

(7.34) 

This section presents numerical results for Seq, w) in percolating networks by ap­
plying the powerful numerical technique called the forced oscillator method [7.6]. 
The method enables us to calculate various types of linear response functions in 
large-scale systems and has been successfully applied to various physical problems 
including quantum systems [7.6]. 

Figure 7.1 shows the results for 3D BP networks formed on 120 x 120 x 120 
simple-cubic lattices with (a) P = 0.249 (= Pc) and (b) p = 0.31 [7.7]. The 
w-dependencies of Seq, w) are given for five different q along the [100] direc­
tion. Periodic boundary conditions are adopted for calculations and the Bose factor 
[new) + 1] is factored out. The dynamic structure factors Seq, w) at and above Pc have 
completely different profiles at low wavenumbers. There should be a crossover from 
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Fig. 7.1. Calculated dynamic structure factors Seq, w) for 3D BP networks formed on 120 x 
120 x 120 cubic lattices with (a) p = 0.249(= Pe) and (b) P = 0.31 

phonons to fractons in Fig. 7.lb, because the correlation length of the percolating 
network above Pe is finite. The crossover frequency We of the system for Fig. 7.lb is 
estimated from Fig. 6.3 as We ~ 0.07. For small wave vectors q(<< ;--1), sharp peaks 
appear in the low-frequency regime. With increasing q = Iql, peak positions shift 
to the higher-frequency region. When the peak position shifts above We ~ 0.07, the 
widths (r- 1) of peaks increase very rapidly. This indicates that linewidths of fractons 
are very broad, originating from the Ioffe-Regel strong scattering limit (r- 1 ~ w). 

Figure 7.2 is a rescaled plot of Fig. 7.1a. The abscissa in Fig. 7.2 represents the 
reduced frequency w/wo(q), where wo(q) is the frequency at which Seq, w) takes 
the maximum value Srnax(q) for each fixed wavenumber. Values of Seq, w) are also 
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Fig. 7.2. Rescaled plot of Fig. 7.la. The abscissa represents the reduced frequency w/wo(q), 
where wo(q) is the frequency at which S(q, w) takes the maximum value Srnax for each fixed 
wavenumber. Values of Seq, w) are also reduced by Smax (q) 
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rescaled by Smax (q). All data collapse onto a single curve. This fact demonstrates a 
universal behavior of Seq, w) that can be scaled by the single frequency Woo 

We have demonstrated the validity of the single-length-scale postulate (SLSP) 
by analyzing the simulated result for Seq, w). The SLSP is based on the idea that, for 
strongly disordered fractals, fractons always lie in the Ioffe-Regel strong scattering 
limit [7.9]. This means that the three distinct length scales (the wavelength A, the 
scattering length Is, and the localization length A) collapse into one. For percolating 
networks, this length scale should have the frequency dependence A (w) ex w -Js/ Df . 

Hence, all waves with the wavelength A < ~ satisfy the Ioffe-Regel condition 
A ~ Is, indicating that fractons are strongly localized with localization length A(w). 

The numerical simulations presented in this section confirm this postulate and show 
that the asymptotic behavior of Seq, w) can be characterized by the exponent a 
introduced to describe the average strain [7.3]. For weakly localized phonons, the 
characteristic lengths have different frequency dependencies [7.10]. 

7.4 Inelastic Light Scattering in Percolating Systems 

The single-length-scale postulate (SLSP) can also be applied to analyze the frequency 
dependence of inelastic light scattering intensities from random fractal materials. The 
validity of the SLSP can be demonstrated by inelastic light scattering experiments, 
in addition to neutron scattering experiments and numerical simulations. Tsujimi 
et al. [7.11] have performed Raman scattering experiments for silica aerogels and 
found the power-law dependence of the Raman scattering intensity on frequency. 
The Raman scattering intensity Iaf3(w) (a, f3 = x, y, z) is given by 

(7.35) 

where ( ... ) is the thermal average, N the number of sites, and f.L~f3(t) the polari­

zability at the site i. The polarizability f.L~f3 (t) can be expanded in terms of small 
displacements around the equilibrium positions of the atoms as 

(7.36) 

where f.L~f3 and af.L~f3/au? are defined at the equilibrium positions. The displacement 
u~ (t) is further decomposed into eigenmodes of the system as 

(7.37) 

where e~(A) andwle are the a-componentofthe eigenvector ei (A) ofthe mode A at the 
site i and the corresponding eigenfrequency, respectively. The quantity Ale (t) is the 
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time-dependent expansion coefficient. Here we assume that the atom has unit mass 
(M = 1). Substituting (7.36) and (7.37) into (7.35) and neglecting the contribution 
from elastic scattering, we obtain 

IafJ(w) = 4:2:rr L~ LLe?(A)eC'(A')f~fJyf;~y' (7.38) 
A,A' A A j.j' y. y' 

x f eiwt (AA(t)AA,(O))dt , 

where 

j " ap.,~fJ f afJy = L...,; -j-' . 

i au y 

(7.39) 

We note that the coefficient AA (t) satisfies 

1 f iwt - e (AA(t)AA,(O))dt 
2:rr 

(7.40) 

= oU' ([n(w)J + l]o(w - wA) + n(wA)o(w + wA)} , 

where n (w) is the Bose-Einstein distribution function expressed by n (w) = 1/ (efJw -

1). Using (7.40) without the second term on the right-hand side due to w > 0, the 
relation (7.38) becomes 

(7.41) 

Let us introduce a new quantity CafJ (w) called the Raman coupling coefficient, which 
is defined by 

n L o(w - wA) [L f~fJye?(A)] 2 

A J.y 
CafJ (w) = -------==--='----------==---

2N2 L o(w - WA) 

(7.42) 

A 

U sing the Raman coupling coefficient, (7.41) becomes 

(7.43) 

where D(w) is the DOS. 
There exist several mechanisms to produce the Raman scattering intensity. Ine­

lastic light scattering is a consequence of oscillating dipoles which are proportional 
to the local electric field E(ri, t) at scatterers. If the local field E(r, t) is proportional 
to the applied field EexCr, t), the frequency dependence of the scattering intensity 
becomes the same as that of the dynamic structure factor Seq, w) for qA(w) « 1, 
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because the polarizability is' proportional to the mass fluctuation [see (7.24) in 
Sect. 7.2]. This scattering mechanism is called the direct mechanism. In many disor­
dered materials, however, the local field E(r, t) is the sum of the applied external 
field Eex(r, t) and the additional field (jE(r, t) induced by all other surrounding di­
poles. This mechanism, called the dipole-induced dipole (DID) mechanism, leads to 
a different expression for Iaf3 (w) than the one due to the direct mechanism. Hereafter, 
we discuss the Raman scattering intensity due to the DID mechanism. 

Within the DID mechanism, f~f3Y is found to be [7.12] 

j ="'-i-j _3uaf3ry+uf3yra+uyurf3 ra r f3ry 
[ 

0 ij 0 ij 0 ij ij ij ij] 

f af3y L..,tt tt Irijl5 + 15~ , 
I 

(7.44) 

where rg is defined as the a-component of r ij == Ri - Rj, and [lj is the bare 
po1arizabi1ity of the site j. Here the bare polarizability at each site is taken to be 
isotropic. In the case of percolating networks, the value of [lj is given by 

for occupied sites , 
(7.45) 

for unoccupied sites . 

Alexander et al. [7.3] have discussed the frequency dependence of the Raman 
coupling coefficient C(w) by means of the scaling theory based on the single-Iength­
scale postulate (SLSP). Since the average field (jE is proportional to the density of 
dipoles within the vibrating volume VA of size A(w), we have 

(7.46) 

where eA is the average strain introduced by (7.18) and Eex is the applied external 
field. This induced field acts equally upon all [A(w)]Df dipoles in VA' The total 
dipole moment is thus proportional to [A(w)] 2Df-d eA. Using (7.12) and (7.22), we 
obtain [7.3] 

(7.47) 

where a is the exponent describing the average strain defined by (7.22). Alexander 
et al. [7.3] have suggested that the value of a(~ 1) should not be much larger than 
unity. 

Figure 7.3 shows the numerical results for the Raman scattering intensities 
caused by the DID mechanism for 3D BP networks calculated using the forced 
oscillator method [7.6]. Figure 7.3a shows the reduced Raman scattering intensity 
I af3(w)/(n + 1) as a function of frequency w for a BP network at the percolation 
threshold (Pc = 0.249). The system size is N = 264311. Solid circles and solid 
squares in Fig. 7 .3a represent the calculated results for polarized scattering [(a, fJ) = 
(x, x)] and for depolarized scattering [(a, fJ) = (x, y)], respectively. We clearly see 
the power-law dependence 
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Fig. 7.3. (a) Angularfrequency dependence of the reduced Raman intensity Iap(w)/(n + 1) 
of a 3D BP network at Pc(= 0.249) formed on a 120 x 120 x 120 cubic lattice. Solid circles 
and squares represent the calculated results for polarized scattering [(a,B) = (x, x)] and 
depolarized scattering [(a,B) = (x, y)], respectively. (b) The w dependence of the reduced 
Raman intensity Ixx(w)/(n + 1) of a 3D BP network at P = 0.31 formed on a 120 x 120 x 120 
cubic lattice [7.7] 

and 

IxxCw) <X w-0.44±O.05 , 
new) + 1 

Ixy(w) <X w-0.46±O.05 . 
new) + 1 

(7.48) 

(7.49) 

Equation (7.43) and the fractonDOS D(w) <X w1/ 3 lead to the power-law dependence 
of the Raman coupling coefficients 

CxxCw) <X wO.23±O.05 , (7.50) 
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and 

C (w) ex wO.21 ±O.05 xy , (7.51) 

in the fracton regime. From these results, the value obtained for the exponent a in 
(7.47) is close to unity, viz., a = 0.97 ± 0.05. 

Figure 7.3b gives the reduced Raman intensity IxxCw)/(n + 1) for the 3D 
BP network at P = 0.31(> Pc). A drastic change in the w-dependence of the 
reduced Raman intensity is observed at w ~ 0.07. For w » We, the calcu­
lated results show that IxxCw)/(n + 1) is proportional to w-O.44, which is the 
same power-law dependence as the solid circles in Fig. 7.3a, indicating the 
contribution from fractons. The intensity from fracton excitations in Fig. 7.3b 
is smaller than that in Fig. 7.3a. This is because the number of fractons (per 
atom) in a system above Pc is smaller than that for P = Pc as shown in 
Fig. 6.5. The calculated w-dependence of the reduced Raman intensity Ixx (w) / (n + 1) 
is proportional to w3 for w « We, indicating the phonon contribution. Substituting 
the phonon density of states D(w) ex w2 and IxxCw)/(n + 1) ex w3 into (7.43), it 
is found that the Raman coupling coefficient behaves as CxC w) ex w2, which is 
consistent with the expected behavior of CxxCw) for phonons obtained using (7.42) 
with ds = Df = d = 3 and a = 1. Figure 7.3b presents clear evidence for the 
power-law dependence of the Raman intensity above and below the phonon-fracton 
crossover frequency We. 

To summarize this section, the w-dependencies of the Raman scattering intensi­
ties have been considered for percolating networks, especially for scattering by the 
dipole-induced dipole mechanism. For 3D percolating networks at Pc, the validity 
of the SLSP has been confirmed. For the w-dependence of the Raman scattering 
intensity for percolating networks above Pc, calculated results indicate clear phonon 
contributions in the lower-frequency regime (w « we). In the higher-frequency 
regime (w » we), the reduced Raman intensity has the same w-dependence as that 
for networks at the percolation threshold Pc, which indicates scattering from fracton 
modes. This supports the applicability of the scaling theory for the Raman scattering 
intensity to real systems such as silica aerogels [7.11]. 



8. Spin Waves 
in Diluted Heisenberg Antiferromagnets 

Randomly diluted magnets provide ideal systems for investigating the dynamic 
properties of percolating networks. Spin waves excited in diluted magnets possess 
an anomalous dispersion relation like vibrational fractons when: 

• magnetic ions form a percolating structure, 
• coupling between spins is described by the Heisenberg interaction, 
• anisotropy is negligible, 
• spin-spin interactions are short range, 
• randomness does not introduce spin frustration. 

We show in Appendix C that spin waves in ferromagnetic percolating systems belong 
to the same universality class as vibrational ones. This is because the equations 
of motion for vibrational excitations and those for ferromagnetic spin waves can 
both be mapped onto the master equation for diffusing particles. However, the 
linearized equation of motion for antiferromagnetic spin waves is described by 
a different type of equation to the above cases. The spectral dimension dAF of 
percolating antiferromagnets should therefore take a different value from ds ~ 4/3. 
What value does dAF take for percolating antiferromagnets? This is not only an 
intriguing problem, but it is also vital for our understanding of the dynamics in 
diluted antiferromagnets. 

For these reasons, the present chapter is mainly concerned with spin-wave dyna­
mics in diluted Heisenberg antiferromagnets. We present the theoretical upper bound 
of the spectral dimension dAF from dynamic scaling arguments. We also show the 
frequency and wavenumber dependencies of the dynamic structure factor Seq, w) 
of percolating Heisenberg antiferromagnets at Pc, based on the single-length-scale 
postulate (SLSP). These results will be confirmed by means of direct numerical 
simulations for Seq, w). 

8.1 Spin Waves in Percolating Antiferromagnets 

There are several diluted Heisenberg antiferromagnet systems satisfying the five con­
ditions listed above. Among these, RbMnx Mg1- x F3 is an ideal isotropic Heisenberg 
antiferromagnet since the magnitude of anisotropy is very small and the exchange 
interaction is dominant only for nearest neighbours. A pure system of RbMnF3 has 
a cubic perovskite structure in which magnetic ions lie on a simple cubic lattice 
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with the exchange interaction energy f = 0.29 me V [8.1,8.2]. In a diluted system, 
the magnetic Mn2+ and nonmagnetic Mg2+ atoms are randomly arranged on the 
cubic lattice. MnxZnl-xF2 (x is the concentration of magnetic ions) is a 3D diluted 
antiferromagnet with spins S = 5/2 that satisfies most of the above conditions, but 
has weak anisotropy [8.3]. A pure system of MnF2 (x = 1) is a representative 3D 
Heisenberg antiferromagnet with the rutile structure. Below the Neel temperature, 
TN = 67.4 K, Mn spins align along the c axis because of weak anisotropic Ising 
interaction between Mn moments. Hereafter we use the concentration of magnetic 
ions P instead of x. The Neel temperature TN of a percolating antiferromagnet is 
proportional to (p - Pc)/h-V, where the exponents f.1, and v are the conductivity and 
the correlation length exponents of a percolating system, respectively [8.4,8.5]. The 
Neel temperature TN vanishes at the critical concentration Pc. We assume that the 
length scale ~N of the Neel order is much longer than the wavelengths of spin waves. 
Note that ~N is different from the correlation length defined by (3.2). 

The Hamiltonian for a diluted Heisenberg antiferromagnet on a percolating 
network is given by 

(8.1) 

where Si denotes the spin vector with magnitude S at site i, and fij is the exchange 
coupling between nearest-neighbor spins at sites i and j. We choose f ij as f ij = 1 
if both sites i and j are occupied, and f ij = 0 otherwise. For p < Pc, there is 
no long-range magnetic order of spin configurations, even at T = 0, because no 
infinitely connected cluster exists below Pc. 

Introducing new quantities S~ == Sf ± is;, the Hamiltonian is rewritten in the 
form (see Appendix C) 

1 L [ 1 + - - + z z] H = - fl'}' - (S s. + S. S.) + S· S . 
2 21J IJ IJ 

i,j 

(8.2) 

The Heisenberg equation of motion for st is found to be 

as+ 
in-' = [S+ H] at I ' 

(8.3) 

= ~ L f ij {[st, st Sj + Si stl + [st, sfS)]} 
Hi 

(8.4) 

If the spin deviations are enough small, Sf can be approximated by Sf ~ (Ji S, 
where (Ji is + 1 for a site i belonging to the spin-up sub lattice and -1 for a site i 
belonging to the spin-down sublattice. Using this approximation and the relations 
[st, Sj] = oijSf and [Sf, S1] = ±OijS~, we have 

(8,5) 
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The linearized equation of motion for the spin deviation Si from the perfect Neel 
order, in units of Sin = 1, is expressed by 

. asi '" + + 
1- = ai ~Jij(Sj + Si)' 

at Hi 
(8.6) 

The same equation holds for Si(= S~ - is;). 
This equation has a different structure to the equation for ferromagnetic spin 

waves. The latter are governed by 

.asi '" + + ITt = ~Jij(Sj - Si)' 
Hi 

(8.7) 

which has the same structure as the master equation for diffusing particles shown in 
(C. 1 ) or the equation of motion for atomic vibrations with scalar displacements given 
by (C.6). In order to clarify the difference between (8.6) and (8.7), let us consider 
the secular equation corresponding to (8.6), which has the form 

LDiju/A) = W;"Ui(A), 
j 

where Ui(A) is the normal mode belonging to the eigenfrequency W;.., i.e., 

Si(t) = LA;"ui(A)e-iWiJ , 

;.. 

and A;.. is a constant. The matrix element Dij is given by 

(8.8) 

(8.9) 

(8.10) 

From this definition, we see that the matrix {Dij } is asymmetric (that is, Dij = 
- D ji for i =1= j) due to the prefactor ai and the sign of the second term in the 
parentheses on the right-hand side of (8.10), which differs from the symmetric 
matrix for ferromagnetic spin waves (8.7). In addition, we have the relation 

while the corresponding matrix for (8.7) satisfies the condition 

Figure 8.1 shows the differences between the two matrices. These differences are 
crucial in our problem. We must describe the problem from a different point of view 
from vibrational or ferromagnetic cases. 
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Fig. 8.1. Characteristics of the matrices {Dij} describing (a) ferromagnets and (b) antiferro­
magnets. The symbol z represents the coordination number 

An asymmetric (as well as non-Hermitian) matrix has two different sets of 
eigenvectors called the right eigenvector U(A) defined by 

W).U;(A) = LD;jUj(A), 

j 

and the left eigenvector V(A) given by 

W).v;().) = L vj(A)Dj; . 

j 

(S.l1) 

(S.12) 

These eigenvectors belong to the same eigenvalue WI. of the matrix (S.lO). Although 
the left (or right) eigenvectors do not form an orthogonal set themselves due to 
the asymmetry of the matrix {Dij}, they do satisfy biorthogonality conditions [S.6]. 
These are written as 

L U;(A)vj(A) = O;j , (S.13) 
I. 

and 

(S.14) 

Note that U(A) and v().) are linearly independent and form a complete set of vectors, 
although they do not form an orthogonal set. 

8.2 Antiferromagnetic Spectral Dimension 
and the Upper Bound of d AF 

We consider spin-wave excitations on a diluted Heisenberg antiferromagnet with 
concentration P above Pc, where the correlation length ~(p)cxlp - Pel" becomes 
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finite. The system can be regarded as homogeneous at length scales longer than ~ and 
we can expect conventional spin-wave excitations with wavelengths much larger than 
~ (the hydrodynamic limit), which are characterized by a linear dispersion relation 

(J) = c(p)k , (8.15) 

where k is the wavenumber and c(p) is a concentration-dependent stiffness constant. 
U sing the phenomenological expression for the hydrodynamic long-wavelength spin 
waves, it has been shown [8.7] that the stiffness constant c(p) in the above is given 
by 

c(p) = y (~~) 1/2 . (8.16) 

Here y is the gyromagnetic ratio, Xl. is the transverse susceptibility, and A is defined 
as a measure of the energy needed to create a spatial variation in the staggered ma­
gnetization. The quantity A is proportional to the conductivity of the corresponding 
resistor network [8.8,8.9]. The p dependence of Xl. takes the form 

(8.17) 

The exponent r describes the critical behavior of the transverse susceptibility Xl.. 
The stiffness constant c(p) in (8.16) therefore varies with the concentration p as 

c(p) ex (p - pc)(J1+r)/2 , (8.18) 

where JL is the conductivity exponent introduced in (5.4). 
The dynamical scaling argument for spin waves in percolating antiferromagnets 

can be constructed with the aid of the above hydrodynamic descriptions. Since ~ is 
a unique length scale characterizing the system, the scaling form of the dispersion 
relation may be written 

(J) = FAF F(k~) , (8.19) 

where we call ZAF the dynamical exponent and F(x) is a scaling function. In the 
hydrodynamic regime (k~ « 1), the linear dispersion relation (8.15) should hold, 
and the scaling function F(x) becomes proportional to X 1- ZAF for x « 1. The 
dispersion relation (8.15) leads to 

(8.20) 

With the help of (8.18) and the relation ~(p) ex I p - Pc I-v, we obtain the relation 

JL+r 
ZAF = 1 + --. 

2v 
(8.21) 

At the opposite extreme, k~ » 1, the dispersion relation should not depend on the 
correlation length ~, and this leads to the form 

(8.22) 
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Excitations obeying this dispersion relation are regarded as antiferromagnetic spin­
wave fractons. 

We can apply the same discussion as in Sect. 5.4 to (8.22). We find that the DOS 
of antiferromagnetic spin-wave fractons becomes 

(8.23) 

where the exponent aAF is given by [see (5.39)] 

- Df 2vDf 
dAF =-=----

ZAF 2v + J.L + r 
(8.24) 

The exponent aAF is the spectral dimension of antiferromagnetic fractons. Provided 
that r is replaced by -fJ in the above, the expression (8.24) for aAF becomes the 
same as that for the spectral dimension of ferromagnetic fractons, i.e., as, as defined 
in (5.20). Since r and fJ are positive, the following inequality holds for any Euclidean 
dimension d : 

(8.25) 

In the hydrodynamic regime, the linear dispersion relation (8.20) leads to the 
conventional spin-wave DOS described by 

(8.26) 

The crossover frequency We from extended or weakly localized spin waves to fractons 
is the frequency at which the wavenumber k is equal to 21T~-1, i.e., We ~ C(p)~-l, 
so the concentration dependence of the crossover frequency We is given by 

We ex (p - Pe)v+(JL+r)/2 ex (p - PetDfldAF • (8.27) 

The lower bound of the susceptibility exponent r for d-dimensional percolating 
antiferromagnets is given by [8.7] 

r :::: J.L - fJ + (2 - d)v . (8.28) 

This inequality becomes an equality for d :::: de, where de = 6 is the upper critical 
dimension of percolating systems. Using (8.21), (8.24), and the inequality (8.28), 
the lower bound of the dynamical exponent ZAF and the upper bound of the spectral 
dimension a AF are given by 

2J.L - fJ + (4 - d)v 
ZAF :::: 2v ' (8.29) 

and 

- 2(vd-fJ) 
dAF < , 

- 2J.L - fJ + (4 - d)v 
(8.30) 
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respectively. Here we have used (3.34). Taking into account the Alexander-Orbach 
conjecture as ~ 4/3, i.e., f.L ~ [v(3d - 4) - tl]/2 [see (5.22)], the exponents r, ZAF, 

and a AF are bounded by 

1 
r 2: 2(vd - 3tl) , 

ZAF 2: Df , 

and 

(8.31) 

(8.32) 

(8.33) 

The last inequality (8.33) is particularly interesting, since the upper bound does not 
depend on the Euclidean dimension d [8.10]. 

8.3 Numerical Simulations of Antiferromagnetic Fractons 

In this section, we try to confirm the above theoretical predictions by numerical si­
mulations. A powerful numerical method called the forced oscillator method [8.11] 
is applied to calculate the DOS of spin-wave fractons excited on percolating an­
tiferromagnets. Bond-percolating (BP) spin systems are treated here, because the 
fractality of BP networks is relevant for length scales even shorter than those for 
site-percolating (SP) networks, as mentioned in Sect. 3.2. 

Results for the DOS per spin of anti ferromagnetic fractons in BP networks at 
Pc are shown in Fig. 8.2a. Filled squares represent the result for a 2D spin system 
which is formed on a 1100 xII 00 square lattice at Pc = 0.5 with periodic boundary 
conditions. The network contains 657426 spins. The frequency resolutions of these 
data are high enough to be able to obtain a definite conclusion. The least-squares 
fitting for the lower frequency data gives D(w) <X wdAP - 1 with aAF = 0.99 ± 0.04. 
This power law holds even in the very low frequency regime because the correlation 
length reaches the system size L (= 1100) at P = Pc. Above w ~ 1, the DOS 
does not follow this power-law dependence. This is due to the fact that the system 
is not fractal for length scales shorter than the wavelength of these modes with 
eigenfrequencies w ~ 1. 

The DOS for 3D BP spin networks at Pc = 0.249 is also shown in Fig. 8.2a (filled 
triangles). For display purposes, these are shifted upward by an order of magnitude. 
The result shows the DOS averaged over three percolation realizations. These three 
networks are formed on 100 x 100 x 100 simple cubic lattices with periodic boundary 
conditions. The calculated DOS at low frequencies exhibits constant behavior as a 
function of frequency, as in the case of the 2D BP network. The least-squares fitting 
gives aAF = 0.98±0.04. The DOS for4D BPnetworks at Pc = 0.160 is represented 
by filled circles in Fig. 8.2a. These are also shifted upward for display purposes, this 
time by two orders of magnitude. The BP networks of six realizations are formed 
on 28 x 28 x 28 x 28 hypercubic lattices. The result is obtained by averaging 
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Fig. 8.2. (a) DOS per spin for 2D (squares), 3D (triangles), and 4D (circles) BP antiferro­
magnets at P = Pc. For graphical reasons, the triangles (3D) and the circles (4D) have been 
shifted upward. (b) Integrated DOSs corresponding to the DOSs shown in (a). Data for the 
3D and 4D cases have again been shifted upward [8.10] 

over the OOSs of these systems. From the DOS data, we see that the value of the 
antiferromagnetic spectral dimension is dAF = 0.98 ± 0.04 for 40 spin systems. The 
corresponding integrated DOSs are presented in Fig. 8.2b. These data bring out the 
power-law dependence of the antiferromagnetic fracton DOS more clearly. 

These numerical results for the spectral dimensions dAF suggest that, for any 
Euclidean dimensions, the values of dAF are close to unity, the upper bound of 
the spectral dimension predicted by the scaling argument. We therefore expect the 
following relation for any Euclidean dimension d [8.10]: 

(8.34) 

This relation becomes rigorous above the upper critical dimension dc 6. The 
relation (8.34) for anti ferromagnetic fractons corresponds to the Alexander-Orbach 
conjecture (5.21) for vibrational or ferromagnetic fractons. 

Using (8.24) and numerically obtained values for dAF, we can determine the 
values of the dynamical exponent ZAF as 1.91,2.53, and 3.18 for 20,30, and 40 
percolating networks, respectively, where the known values of fractal dimensions 
Df = 91/48 (20), 2.48 (30), and 3.12 (40) are used. By using the known values 
of exponents v and f.L (v = 4/3,0.88, and 0.68, and f.L = 1.26, 2.02, and 2.39 for 
d = 2, 3, and 4, respectively), the values of the susceptibility exponent r are also 
obtained from (8.21) as r = 1.18 (20), 0.67 (3D), and 0.58 (40). We list the values 
of these exponents in Table 8.1. 
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Table 8.1. Various exponents describing antiferromagnetic fractons [8.lD] 

Exponents d=2 d=3 d=4 

dAF 0.99 0.98 0.98 

ZAF 1.91 2.53 3.18 

M 1.26 2.02 2.39 

T 1.18 0.67 0.58 

8.4 Scaling Theory of S(q, w) for Percolating Antiferromagnets 

We claim to begin with that spin-wave fractons can be characterized by a single 
frequency-dependent length scale A(w), which scales as 

(8.35) 

where ZAF is the dynamical exponent defined by (8.21). The relation (8.35) cor­
responds to (7.12) for vibrational fractons. The above assumption implies that the 
single-length-scale postulate (SLSP) is relevant to anti ferromagnetic fractons, as 
well as vibrational fractons (see Sect. 7.2). This is quite natural, because the SLSP 
is a general feature of all kinds of fracton excitation. The SLSP leads to a dynamic 
structure factor Seq, w) for percolating antiferromagnets of the form 

Seq, w) = q-Y F(qA) , (8.36) 

where F(x) is a scaling function and y is a new exponent characterizing Seq, w). 
It should be noted that the dynamic structure factor averaged over all possible 
realizations of percolating networks is described as a function of q (= Iql) due to 
the spherical symmetry of the systems, similarly to the vibrational fracton case. The 
analytic expression for Seq, w) in the hydrodynamic regime (q~ « 1) is obtained 
for percolating antiferromagnets above Pc using a Green's function technique [8.12, 
8.13]. This analysis suggests that Seq, w) takes a Lorentzian form with respect to 
frequencies. It is reasonable to assume that the frequency dependence of Seq, w) 
keeps the Lorentzian form even in the fracton regime (q~ » 1). In this case, Seq, w) 
is written as 

S( w) - I( ) r(q) 
q, - q [w - wp(q)]2 + r2(q) , 

(8.37) 

where wp(q) is the frequency at which Seq, w) takes its maximum value for fixed 
q, and r(q) and I(q) represent a width of the line and a q-dependent intensity, 
respectively. The SLSP requires both the peak frequency wp and the width r to 
have the same wavenumber dependence, i.e., wp(q) = woqZAF and r(q) = rOqZAF, 

where ZAF is the dynamical exponent defined by (8.21). With the help of (8.35), the 
right-hand side of (8.37) is thus written in the form I(q)G(qA) /qZAF, where G is a 
function of qA(w). The scaling function F(qA) in (8.35) is then given by 
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F[ A(w)] = I( ) qYG(qA) . 
q q qZAF (8.38) 

Because the right-hand side of (8.37) should be a function of qA(w), I(q) is propor­
tional to qZAF-Y. We therefore obtain Seq, w) in the form 

(8.39) 

where So is a numerical constant. Equation (8.39) predicts that S(q, w) has asymptotic 
behavior 

for qA(w) « 1 , 
(8.40) 

for qA(w) » 1 . 

We should note that Seq, w) does not depend on w for large wavenumbers 
[qA(w) » 1]. 

8.5 Large-Scale Simulations for S(q, w) 

Numerical calculations help us to confirm the above predictions for the asymptotic 
profiles of Seq, w). To this end, we must treat large-scale percolating antiferroma­
gnets. We first describe in brief an efficient numerical algorithm for calculating the 
dynamic structure factor [8.14]. The dynamic structure factor Seq, w) is related to 
the generalized susceptibility X( q, w) by 

Seq, w) = lim 1m [X(q, w + i8)] . 
8--++0 

(8.41 ) 

The generalized susceptibility X(q, w) is defined as the spatial Fourier transform 
of the two-point susceptibility Xij(w) = St(w)/hj(w). The symbols stew) and 

hj(w) represent the temporal Fourier transform of stet) and the transverse field 

h j (t) = hj (t) + ihj (t), respectively. The equation of motion for spin deviations of 

the antiferromagnet under the staggered transverse field O"i ht (t) is 

(8.42) 

where O"i is the quantity introduced below (8.4). The temporal Fourier transform of 
(8.42) is 

L N ij (w)sj (w) = -ht(w) , (8.43) 
j 

where Nij(w) is defined by 



8.5 Large-Scale Simulations for Seq, w) 111 

and Dij is given by (8.10). From (8.44) and the definition ofthe two-point susceptibi­
lity, Xij(w) can be expressed as Xij (w) = -[N(w)-l ]ij, where N(w)-l is the inverse 
matrix of the matrix N(w). The generalized susceptibility X(q, w) is then given by 

X(q, w) = -~ I>iq.Ri [N(w)-llj e-iq .Rj , 
ij 

(8.45) 

where Ri denotes the position vector of the spin i. Introducing a vector V'(A) defined 
by 

I:>;U,,)OjUj(A) = Dij , (8.46) 
;" 

the summand of (8.45) can be expressed as 

eiq.Ri [N(w)-llje- iq.Rj = I>iq.(Ri-Rk)V~(A) [N(w)-lljO'jUj(A). (8.47) 

k.;" 

Substituting this expression into (8.45), we should carry out the summation with 
respect to the suffix j, i.e., Lj[N(w)-llijO'ju j (A). This can be calculated as follows. 
From the definition of Mj(w) in (8.44) and (8.11), we have 

and 

LNij(w;,,)Uj(A) = 0, 
j 

We thus obtain the relation 

This relation leads to 

L [ -1] Ui(A) 
N(w) .. O'jU j(A) = -- . 

. IJ W - W;" 
J 

(8.48) 

(8.49) 

(8.50) 

(8.51) 

With the help of (8.51) and (8.47), the generalized susceptibility X(q, w) (8.43) is 
expressed as 

(8.52) 

Using (8.41), the dynamic structure factor becomes 
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Seq, w) = ~ ~ 8(w - Wi..) [ I>;U .. )e-iq .Ri ] [ I> j(A)eiq.Rj ] . 
A 1 J 

(8.53) 

Here Ui(A) is the right eigenvector and vj(A) is the staggered left eigenvector defined 
by (8.46). These describe the transverse spin derivations under the linearized spin­
wave approximation. 

Figure 8.3 shows simulation results for Seq, w) obtained by applying the forced 
oscillator method [8.11] to the above expression (8.53). The wdependence of Seq, w) 
for 2D BP antiferromagnets at p = 0.58 (Pe = 0.5) is shown in Fig. 8.3a. The 
wavevector q in S( q, w) is chosen along the [1, 0] direction from the magnetic 
zone center. The ensemble average is taken over six realizations of BP networks 
formed on 200x200 square lattices. The largest network has 37449 spins. The 
correlation length of this system is ~ ~ 29a (a is a lattice constant) and the crossover 
frequency We is estimated to be We ~ 0.12 from the data corresponding to qe = 
2J[/~ ~ 0.22 (a = 1) in Fig. 8.3a. The calculated results for Seq, w) for 3D BP 
antiferromagnets at p = 0.32 (Pe = 0.249) are shown in Fig. 8.3b. Seq, w) is 
calculated for four different q along the [100] direction. The ensemble average is 
taken over two realizations of BP networks formed on 86 x 86 x 86 cubic lattices 
under periodic boundary conditions. The largest network has 501400 spins. The 
correlation length of this system is ~ ~ lOa and the crossover energy We is estimated 
to be We ~ 0.12. Figures 8.3a and b indicate that, for small wavenumbers (q < qe), a 
sharp asymmetric peak exists at small energies with a tail extending towards higher 
energies. This indicates conventional spin waves (magnons). As q increases, peak 
widths increase rapidly and peak positions shift to higher energies beyond w ~ We. 
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120 

[101 

2OOx200 

p=O.58 

11;.::...:...:...::_°"".2=--_--"-0.;.;.4-_ 00 
.J!-;.=-"':-=!1.---- q=ll.13 

)5.'''-----0:::-'=---- 0.20 
0.26 

I ~~~~~~~ 0.33 ¥' 0.39 

(b) 

q 

S(q,w) (arb. units) 

[100] 

86x86x86 
p=O.32 

~"w:-..;a.".,::;:'-----.::;0.:..:.4-_ 00 

1JL-'-~'"-.;;:.,---....:..::='---q=O·35 

0.52 
0.70 

0.87 

Fig. 8.3. (a) Frequency dependence of Seq, w) for 2D percolating antiferromagnets at p = 
0.58 formed on 200x200 square lattices. The results are obtained by averaging over six 
realizations of percolating antiferromagnets. (b) Frequency dependence of Seq, w) for 3D BP 
antiferromagnets at p=0.32 formed on 86 x 86 x 86 cubic lattices. The results are obtained 
by averaging over two realizations [8.15] 
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This corresponds to the crossover from magnons to antiferromagnetic fractons at 
w ~ We-

Figure 8.4 shows the validity of the single-Iength-scale postulate (SLSP) to 
Seq, w) for percolating antiferromagnets. In this figure, the scaling function F(qA) = 
qY Seq, w) given in (8.35) is plotted as a function of qA(w). The value ofthe exponent 
y is estimated from the q dependence of Seq, w) for qA(w) » I [see (8.40)]. Filled 
circles represent the averaged value over data within a narrow range of scaling 
variables qA(w). The vertical error bars indicate the standard deviation of data in 
this range. The universal curve in Fig. 8.4 shows that antiferromagnetic fractons 
satisfy the SLSP. The profile of the scaling function F(qA) shown in Fig. 8.4 
indicates that Seq, w) behaves asymptotically as 

Seq, w) ex w-1.9±O.lqO.5±O.1 , for qA(w) « 1 , (8.54) 

and 

Seq, w) ex q-2.8±O.1 , for qA(w) » I . (8.55) 

These results are consistent with (8.40) predicted by the scaling theory, if we choose 
y = 2.8 and ZAP = 1.65. 

The spin-wave dynamics of the 3D diluted Heisenberg antiferromagnet 
RbMnx Mg1- xF3 has been studied in terms of inelastic neutron scattering (INS) 
experiments by Ikeda et al. [8.1,8.2]. In the case x = 0.39, scattering intensities at 
several wavenumbers from q = 0 to q = 0.375 rlu (zone boundary) have been obser­
ved. This indicates that the peak intensity due to magnons decreases with increasing 
wavenumber q. The definite magnon peak diminishes beyond qc, where qc (~ 1 /~) is 
the crossover wavenumber. Terao and Nakayama [8.16] have performed large-scale 
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Fig. 8.4. Scaling function F[qA(w)] = qY Seq, w) as a function of qA(w). Filled circles 
and vertical error bars represent averaged values of F[qA(w)] and their standard deviations, 
respectively [8.17] 
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numerical simulations for the dynamic structure factor of spin-wave excitations in 
3D diluted antiferromagnets RbMno.39Mgo.61F3' They have demonstrated that the 
sharp peak in Seq, w) observed at q < qc (~O.l rlu) can be attributed to conventio­
nal spin waves and broad humps observed in the region q > qc to antiferromagnetic 
fracton excitations. 

An important problem remains unsolved: why does dAF become unity and what 
does this mean? This is quite crucial if we are to understand the physical meaning 
of the antiferromagnetic spectral dimension as a dynamical dimensionality. It seems 
that one-dimensional dynamics (dAF = 1) is clearer than dynamics in non-integer 
dynamical dimensions such as those of vibrational fractons. 



9. Anderson Transition 

The concept of multifractals described in Chap. 4 dramatically improves our unders­
tanding of complex distributions of quantities in physical systems. The importance 
of multifractal analysis is ensured by the fact that an entire spectrum of exponents 
r(q) or lea) describes not only the profile of the distribution but also dynamical 
properties of the system. This is well demonstrated by the case of the Anderson 
transition. The Anderson transition is a disorder-induced metal-insulator transition 
in a non-interacting electron gas at zero temperature. The insulating phase is a con­
sequence of the localization of electron wavefunctions, which is called Anderson 
localization. Anderson localization is caused by quantum interference of an elec­
tron wave scattered by disordered potentials. At the Anderson transition point, the 
squared amplitude of the electron wavefunction distributes in a multifractal manner. 
Critical properties of the Anderson transition are deeply related to the multifractality 
of critical wavefunctions. It is therefore important to study the multifractal nature 
of the Anderson transition. In this and the next chapter, we show that distributions 
of a critical wavefunction at the Anderson transition point and the energy spectrum 
are multifractal. Some exponents characterizing their multifractality are related to 
dynamical properties of electrons. This chapter aims to explain what the Anderson 
transition is, and thus serves as an introduction to the next chapter. 

9.1 Coherent Transport of Electrons 

Since electronic states are described by quantum mechanical wavefunctions, trans­
port properties of electrons are subject to quantum interference. We know, howe­
ver, that the conductivity is well approximated by the classical Drude formula, 
a = ne2r/m*, which ignores quantum interference of the electron. Here n is the 
electron density, r is a scattering time, and m* is the effective mass of electrons. 
This is due to the fact that the phase memory of the electron is destroyed while tra­
versing a sample. This is the dephasing effect. Dephasing is mainly due to inelastic 
scattering via electron-phonon and electron-electron interactions. This scattering 
randomizes electron phases and interference effects are cancelled out. As a conse­
quence, quantum interference effects are negligible when the distance l", (the phase 
coherence length) between inelastic scatterings or other phase-randomizing events 
is much shorter than the system size L. The coherence length l", generally increases 
with decreasing temperature T. At several 10 mK, l", can be as long as or even 
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Interference 

Fig. 9.1. Electron transport through a lD system with double barriers. Electrons interfere in 
the well region between the two barriers 

longer than several microns in typical metals. If the system size L is smaller than I</> 
(mesoscopic systems), the effect of quantum interference becomes relevant. 

Transport phenomena for coherent electrons are entirely different from classical 
(Drude) transport. Let us consider a lD system with a double potential barrier (see 
Fig. 9.1). When treating the electron as a quantum mechanical wave, the system 
becomes equivalent to a Fabry-Perot interferometer. If the electron wavelength is 
equal to 2d/n, where d is the inter-barrier distance and n is a positive integer, the 
transmission probability becomes maximum (resonant tunneling). The conductance 
is thus maximized under this condition. This behavior is caused by quantum interfe­
rence between forward and backward waves in the well region sandwiched between 
two barriers. Such quantum interference effects are also found in a Mach-Zender 
type electron interferometer. This is known as the Aharonov-Bohm effect [9.1,9.2]. 
In a 1D Aharonov-Bohm ring (Fig. 9.2), a coherent electron incident from the left­
hand side is separated into two parts at the point A and recombined at the point B. A 
magnetic flux through the ring tunes the phase of the electron wavefunction. Since 
the phase difference between two parts of the electron is 2;rCP / CPo, where CPo = he / e 
is a flux quantum, the current governed by quantum interference is a function of the 
flux cP threading the ring with a period CPo. 

In the above two examples of coherent transport, the elastic mean free path Ie is 
assumed to be large compared to the system size and electron propagation becomes 
ballistic. Although elastic scattering alters the electron phase, the phase shift is 
deterministic and the phase memory is maintained. As a result, transport phenomena 
peculiar to coherent electrons should be realized even for mesoscopic systems whose 
system sizes are much larger than Ie. In such cases, transport is called diffusive. It 

<I> 
® B-----

II 
Fig. 9.2. A system exhibiting the Aharonov-Bohm effect. Partial waves of the electron 
traversing half the ring have different phases at the point B due to a flux cP threading the ring 
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is known that coherent electrons in disordered systems could be spatially localized 
(Anderson localization). Anderson localization is of fundamental importance for 
understanding diffusive transport of coherent electrons in disordered systems. 

9.2 Anderson Localization 

Disorder-induced electron localization, i.e., Anderson localization, was first predic­
ted by Anderson in 1958 [9.3]. In his pioneering paper, the continuity or discontinuity 
of the energy spectrum of electrons in a diagonally disordered system is related to 
their localization property. The coherent back-scattering effect proposed in [9.4-9.6] 
gives an intuitive interpretation of localization. Consider the return probability Po(t) 
of an electron starting from r = 0 at t = 0 and returning to r = 0 at t = t. The 
probability poet) is given by 

poet) = II: A;(t)1
2 

, 

lES 

(9.1) 

where Ai (t) is the probability amplitude of the electron that propagates along the 
i th scattering path starting from r = 0 and returning to this point after a number of 
scattering events (see Fig. 9.3). 

The summation in (9.1) represents the sum over all possible scattering paths. The 
set of all scattering paths S can be separated into two complementary subsets, say 
S+ and S- . One is the set S+ in which any two paths are different in shape, while the 
other subset (S-) consists of time-reversals of paths in S+. The return probability 
becomes 

Fig. 9.3. Schematic illustration of coherent back-scattering in a disordered system. An electron 
starting from r = 0 goes back to the origin with the amplitude At after many random 
scatterings. The amplitude Ai of the electron tracing the inverse path (gray path) should also 
exist 
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poet) = II: Ai(t) +I: AiCt)1
2 

IES+ IES-

= II: [AtU) + Ai(t)]1
2 

iES+ 

= I: IAt(t) + Aiu)1 2 C9.2) 

+ I: [At (t) + Ai (t)] [At (t) + A j (t) r ' 
i#jES+ 

where At (t) = Ai (t) and Ai (t) is the probability amplitude for the time-reversal of 
path i. In the diffusive transport regime, there exist a large number of different scatte­
ring paths whose probability amplitudes have uncorrelated phases. The second term 
of (9.2) (the interference term) vanishes due to cancellation between constructive 
and destructive interference. We thus have 

PoCt) = I: IAt(t) + Ai(t)1 2 . C9.3) 
iES+ 

If the system has time-reversal symmetry, the probability amplitudes At (t) and 
Ai (t) are identical, i.e., At (t) = Ai (t) = Ai (t). In this case, the return probability 
becomes 

poet) = 4 I: IA i(t)12 . C9.4) 
iES+ 

In contrast, the classical return probability is obtained from (9.1) as PoCt) = 
LiEs IAi Ct)1 2 = 2 LiEs+ IAi(t)12, by ignoring interference. Therefore, the cohe­
rent (quantum mechanical) return probability is twice the classical probability. This 
result leads to a reduction in the diffusion constant due to constructive interference, 
which can be thought of as a precursor to localization. 

The enhancement of the return probability is a consequence of quantum interfe­
rence and the time-reversal symmetry of the system. The localization effect therefore 
strongly depends on symmetries of the system (the Hamiltonian). In the case where 
there is no time-reversal symmetry, as achieved by applying a magnetic field, cons­
tructive interference between At and Ai is suppressed. Denoting the magnetic flux 
threading the closed scattering path i by cP i , the probability amplitude At (t) has an 
additional phase induced by the magnetic flux cP i , viz., 

AtCt) = Ai(t) exp(2nicP;/cPo) , (9.5) 

where cPo is a flux quantum and Ai Ct) is the probability amplitude for the system 
without the magnetic field. Since Ai (t) is the probability amplitude of the partial 
wave propagating along the path i in the opposite direction to that of At (t), Ai (t) 
is written as 

Ai (t) = Ai Ct) exp( -2nicP;/cPo) . C9.6) 
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Therefore the return probability poet) given by (9.3) becomes 

poet) = 4 L IAi(t)1 2 cos2(2n<P;/<Po). (9.7) 
iES+ 

Comparing the above expression with poet) given by (9.4), it is found that the return 
probability is suppressed by the magnetic field. Provided that the magnetic field is 
very strong, the quantity (<Pi / <Po) - [<Pi / <Po] takes a random variable within the range 
[0, 1] with respect to i, where [x] is the Gauss notation indicating the largest integer 
smaller than or equal to x. In this case, cos2 (2n<P;/<Po) can be approximated by its 
average value (cos2(2n<P;/<P0))i = 1/2, and the return probability becomes equal 
to the classical value. The suppression of the return probability by a magnetic field 
[9.7,9.8] has been confirmed experimentally through a negative magnetoresistance 
[9.9,9.10]. 

We have not considered the spin degrees of freedom of electrons. All results 
obtained above hold for any directions of the spin. This means that the system 
has a spin-rotational symmetry. If the spin-rotational symmetry is broken, quan­
tum interference of electrons provides for other transport properties. Spin-rotational 
symmetry is violated by spin-orbit interactions. Let us start again from (9.3), where 
A;(t) is described by a two-component spinor taking into account spin degrees of 
freedom. In the presence of a spin-orbit interaction, the final electron (t = t) after 
a number of scattering events along the path i may possess spin-up and spin-down 
components, even if the initial electron (t = 0) has no spin blend. The probability 
amplitude Ai (t) is then written as 

(9.8) 

where Ait and Ai{, represent amplitudes of spin-up and spin-down components, 
respectively. 

The quantity Ai (t) is the time-reversed probability amplitude of Ai (t). The 
time-reversal operator T should reverse the sign of a spin and a momentum. The 
orbital momentum can be reversed by complex conjugation (denoted by K) of the 
orbital wavefunction. Reversing the spin direction is equivalent to rotating the spin 
state by n with respect to the polar angle. This operation is effected by e-inSy/li, 

where Sy is the spin operator in the y direction. The time reversal operator is thus 
represented by [9.11] 

T = e-inSy/1i K . (9.9) 

Using e-inSy/1i1 t) I.J,.) and e-inSy/1i1 .J,.) = -I t), we find, for a general state 

Btl t) + Btl .J,.), 

(9.10) 
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The probability amplitude Ai (t) = TAt (t) thus becomes 

_ _ _1 (-A71-(t)) 
Ai (t) -,J2 A7t (t) . (9.11) 

Substituting (9.8) and (9.11) into (9.3), we obtain 

poet) = L (I Ait(t)12 + IAi1-(t)n = L I Ai(t)12 (9.12) 
iES+ iES+ 

Hence, poet) becomes equal to half of the classical return probability, which implies 
that destructive interference excludes diffusing electrons from the starting point. This 
produces a (weak) antilocalization of electrons [9.7,9.12]. The antilocalization is a 
consequence of destructive quantum interference between partial waves propagating 
along a scattering path and its time-reversed path. 

Quantum interference of coherent electrons in disordered systems reduces or 
enhances diffusion, which gives a precursor of (anti-)localization, i.e., weak (anti­
)localization. The phenomenon whereby the amplitude of an electron wavefunction 
is restricted to a finite region of a system is called Anderson localization. Electrons 
are expected to be exponentially localized in strongly disordered systems (strong 
localization), although no microscopic theory can supply a satisfactory mechanism 
of strong localization taking into account the dimensionality and symmetry of the 
system. In spite of this lack of a microscopic theory, much work has accumulated on 
Anderson localization so far, through theoretical, computational, and experimental 
effort. Among these, the one-parameter scaling theory is of particular importance in 
understanding Anderson localization and the Anderson transition. 

9.3 Scaling Theory of the Anderson Transition 

Electrons in strongly disordered systems are expected to be spatially localized, as 
discussed in Sect. 9.2. Does electron localization occur no matter how weak the 
disorder is? The answer depends on the dimensionality. If electrons at the Fermi 
energy switch their states from extended to localized with varying strength of disor­
der, the system changes from a metal to an insulator. The metal-insulator transition 
induced by disorder is called the Anderson transition. The scaling theory [9.13,9.14] 
gives a significant insight into properties of the Anderson transition and the relation 
between the transition and the dimensionality. It is assumed in the scaling theory 
that electrons are exponentially localized in sufficiently strongly disordered systems, 
without providing a localization mechanism. Since the conductance G is a suitable 
quantity for distinguishing localized states from extended ones, we consider the 
dimensionless conductance 9 of a sample to characterize the Anderson transition, 
i.e., 9 = G / (2e2 / h). The conductance 9 is, in general, a function of the system size 
L and other external parameters such as the degree of disorder, the Fermi energy, 
the electron density, and the pressure. We denote the set of these external parameters 
by x. 
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The basic assumption of the scaling theory is that the conductance g(bL, x) 
can be expressed by geL, x) and b alone, where geL, x) is the conductance of a 
sample of size L with external parameters x. This is the expression of the scaling 
hypothesis proposed by Abrahams et al. [9.13]. Before explaining the meaning of 
this hypothesis, we express it mathematically. A straightforward expression of the 
above hypothesis is 

g(bl, x) = j[g(L, x), b] , (9.13) 

where j is an appropriate function. An alternative expression of (9.13) will help 
us to extract valuable information on the Anderson transition. Differentiating the 
logarithm of (9.13) with respect to 10g(bL), we have 

dlogg(bL, x) dlog f[g(L, x), b] 

dlog(bL) dlog(bL) 

= dlogj[g(L,x),b] (dlOg(bL»)-1 

dlog(b) dlog(b) 

d log j[g(L, x), b] 

dlog(b) 
(9.14) 

If b is unity, the right-hand side of (9.14) becomes a function of geL, x). The scaling 
hypothesis thus requires the function defined by 

dlogg(L, x) 
{3(g)= dlogL (9.15) 

to be a function of 9 alone. 
The physical meaning of the scaling hypothesis expressed by (9.13) or (9.15) may 

not be very clear. The following expression is more transparent with respect to its 
physical meaning: there is a unique characteristic length scale ~ in a system close to 
the Anderson transition. This length is obviously considered as a localization length 
in the localized regime. In the extended regime, ~ can be regarded as a correlation 
length of the wavefunction amplitudes. The length ~ is a function of the external 
parameters x. The above assumption requires that any quantity characterizing critical 
properties can be scaled by the single length~. The conductance geL, x) of a sample 
of size L is then 

geL, x) = j (~) , (9.16) 

where j is an appropriate function, not the same as j in (9.13), which is called a 
scaling function. From (9.16), we have 

{3 = dlogg(L, x) = dlogj(L/~) = u (~) 
dlog L dlog(L/~) ~' 

(9.17) 

where u is a function of L/~. Since L/~ = j-l(g) from (9.16), the {3-function 
is a function of 9 alone. Therefore, we obtain (9.15) once again. The expression 
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(9.16) of the scaling hypothesis is more convenient for extending the idea of the 
scaling theory to other problems and understanding the (multi-)fractal nature of 
the Anderson transition [9.15]. In particular, the theory based on the assumption 
(9.16) including the single-length scale ~ is called the one-parameter scaling theory. 
Hereafter, 'the scaling theory' shall be taken to mean the one-parameter scaling 
theory, unless otherwise stated. 

Let us consider the profile of the function f3(g) defined by (9.15). First we evaluate 
f3(g) in the localized regime, i.e., 9 ---+ O. In this case, the electron wavefunction 
is exponentially localized as ¢(r) ex e-r/i; at r ---+ 00, where ¢(r) is the envelope 
wavefunction and ~ is the localization length. Since the conductance 9 proportional 
to I¢(L)¢(O) 12 is written as 9 = goe-2L/i;, the f3-function behaves asymptotically as 

f3(g) = logg -loggo . (9.18) 

In the metallic phase, that is, the extended regime, the L dependence of the condu­
ctance depends on the dimensionality. Since the dc conductivity O"dc of a metal is a 
constant for given system size, the conductance calculated from Ohm's law is 

(9.19) 

where d is the Euclidean dimension of the system. Therefore, the f3-function becomes 

f3(g) = d - 2. (9.20) 

If we assume that f3(g) is monotonic and analytical, the profile of the function f3(g) 
can be presented schematically as shown in Fig. 9.4. 

For d ::; 2, f3(g) is always negative. This means that the conductance 9 approaches 
zero regardless of the value of x when L ---+ 00, because (9.15) leads to decreasing 

~(g) 

d =3 

---r--~~--~~--~d~=-2~· logg 

d =1 

Fig. 9.4. Profiles of the ,B-functions for ID, 2D, and 3D disordered systems. The ,B-function 
only cuts across the ,B = 0 line for 3D systems, implying that there exists a metal-insulator 
transition in 3D systems 
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9 with increasing L. Therefore, we can conclude that electron wavefunctions are 
always localized in ID and 2D systems, unless the system is a perfect conductor. 
In a 3D system, {3 can take either negative or positive values, i.e., {3 < 0 for 
9 < gc and (3 > 0 for 9 > gc· If the conductance g(L, x) is smaller than gc, g(L, x) 
decreases with increasing L and becomes zero in the thermodynamic limit (L -+ 00). 
Conversely, if g(L, x) > gc, the conductance diverges in the thermodynamic limit. At 
g(L, x) = gc, the conductance does not depend on the system size. These facts imply 
that there exists a metal-insulator transition in 3D systems. Whether g( L, x) is larger 
or smaller than the critical conductance gc depends on x, not on L. If we choose x as 
a degree of disorder W, the system with W> Wc is an insulator, while it is a metal 
for W < Wc, where the critical disorder Wc is given by g(L, Wc) = g(Wc) = gc. 

Hereafter we choose the external parameters x so that the sample with x > Xc or 
x < Xc is an insulator or a metal, respectively. 

It is obvious that the localization length diverges at the Anderson transition point. 
Since the localization length ~ is a function of external parameters x, the function 
~(x) should diverge at x = xc. Let us assume that ~(x) near Xc obeys a power 
law [9.16]: 

(9.21) 

where v is a positive exponent. The absolute value of x - Xc in (9.21) comes from 
the assumption that the conductance g(L, x) for finite L is analytic at x = xc· I 

The localization length exponent v is related to the profile of the (3-function near 
the critical conductance gc. From the scaling hypothesis (9.16) and the expression 
(9.21) for the correlation length, the conductance g(L, x) can be written as 

(9.22) 

where II (z) is a scaling function. If x is close to xc, g(L, x) given by (9.22) can be 
expanded up to first order in (x - xc) as 

g(L, x) = gc + I{ (O)L I/v(x - xc) , (9.23) 

where I{ (z) is the first derivative of II (z). Inserting (9.23) into the definition ofthe 
{3-function (9.15), we have 

I{ (O)L I/v (x - xc) 1 I I/v 

{3 = v[gc + I{ (O)LI/v(x _ xc)] :::: vgc II (O)L (x - xc) . (9.24) 

On the other hand, since {3 is a function of g, expanding (3(g) around gc, we obtain 

(9.25) 

I Letusassume~ = ~I (x-xc)-VI and~ = ~2(Xc-x)-V2 for x> Xc and x < xc,respectively. 
We expand the conductance geL, x) around x = xc, i.e., geL, x) = L~o an (L)(x - xc)n. 
If geL, x) is metallic, from (9.16), both the expansions of /1 [L(x - xc)VI /~d around 
x = Xc + 0 and h[L(xc - x)V2 /~2] around x = Xc - 0 should be considered. This gives 
VI = V2· 
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where {3'(g) is the first derivative of {3(g) with respect to g. Here we have used 
{3(gc) = O. Substituting (9.23) into (9.25), the {3-function near g = gc (equivalently 
x = xc) is given by 

{3 = {3' (gc)f{ (O)L l/v(X - xc) . 

Comparing (9.24) with (9.26), we find the relation 

1 1 

iJ'(gc) , 

where iJ' (g) is the first derivative of {3 with respect to log g. 

(9.26) 

(9.27) 

The divergence of the correlation length affects the behavior of several physical 
quantities other than the conductance. Since the dc conductivity O'dc is directly 
observed in experiments, it is worth clarifying the behavior of O'dc near x = xc. The 
conductivity of an infinite system is zero in the localized (insulating) regime and 
finite in the extended (metallic) regime. We thus examine the x-dependence of the 
conductivity in the metallic regime. In this regime, using (9.19), O'dc can be expressed 
as 

2e2 2-d 
O'dc = hL g(L, x) . 

The one-parameter scaling hypothesis (9.16) provides the expression 

2e2 2-d (L) 
O'dc = hL f ""f . (9.28) 

Taking into account the fact that the conductivity does not depend on the system size 
in the metallic regime, the scaling function f(z) should be proportional to Zd-2. The 
conductivity therefore behaves as 

O'dc <X ~2-d <X (xc _ x)v(d-2) , (9.29) 

in the vicinity of xc. Defining the exponent s by O'dc <X (xc - x)S, we find the relation 

s = v(d - 2) . (9.30) 

This relation is known as the Wegner scaling law [9.14]. 
Finally, we should emphasize that the scaling theory assumes that the {3-function 

is monotonic. This assumption is not obvious. In fact, it is believed that the {3-function 
of a system with strong spin-orbit interactions is not monotonic. For systems in 
which this assumption fails, some of the above results from the scaling theory are 
suspicious. In order to reveal critical properties of such systems, it is important to 
determine the precise profile of the {3-function. Although the asymptotic behavior of 
the {3-function can be evaluated analytically by perturbative treatment in the weak 
localization regime, the results lack quantitative reliability. Numerical investigations 
are the most powerful and reliable way to obtain quantitative information about the 
Anderson transition and check the validity of the scaling hypothesis. 
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9.4 Universality Classes 

The one-parameter scaling theory of the Anderson transition is based on the hypo­
thesis that properties of an electron system near the transition point are uniquely 
characterized by the correlation length. This means that specific lengths between 
scatterers are irrelevant to the behavior of physical quantities very close to the criti­
cal point. In other words, critical properties of the Anderson transition do not depend 
on specific realizations of the impurity distribution or the type of Bravais lattice of 
the host material. This prominent feature of the Anderson transition is called uni­
versality, after the terminology for thermal critical phenomena. We should note that 
critical exponents such as v and s are universal quantities because they characte­
rize their renormalization properties, while critical external parameters Xc (such as 
the critical energy Ee and the critical disorder We) depend on details of systems. 
However, it is supposed that universal quantities vary when a global symmetry of 
the system is changed, because the mechanism of Anderson localization depends 
on such symmetries (time-reversal or spin-rotational symmetry), as explained in 
Sect. 9.2. 

A set of systems with the same universal quantities is called a universality class. 
Although the scaling theory cannot distinguish universality classes because it does 
not take into account global symmetries of systems, it is believed, as described below, 
that there exist at least three universality classes in the Anderson transition. These 
universality classes correspond to the three different types of quantum interference 
noted in Sect. 9.2. Here we demonstrate that the Anderson transition is classified 
into three classes with qualitatively different properties. 

Whether a quantum state is localized or extended is related to the energy spectrum 
of electrons. This is because mixing of quantum states affects the eigenenergies of 
electrons. Properties of the energy spectra are characterized by quantities such as 
the density of states or the rigidity of the spectrum. Here, we pay attention to energy 
spacings between adjacent levels. First, the level spacing of localized electrons is 
considered. We assume that the localization is so strong that mixing of wavefunctions 
localized at adjacent atoms can be ignored. In such a case, the matrix elements of 
the Hamiltonian in the Wannier basis are represented as Hij = Ei8ij, where i and 
j denote atomic positions corresponding to the Wannier functions and Ei is the 
energy of the electron localized at the i th atom. We also assume that the EiS are 
uniformly distributed in a finite range. Since the eigenenergies of this Hamiltonian 
are the {Ei} themselves, the distribution function of the level spacing ,1 is the Poisson 
distribution: 

pes) = e-s , (9.31) 

where s = ,1/,1 is the level spacing normalized by the mean level spacing ,1. The 
derivation of (9.31) is based on two assumptions: 

• there is no overlap between electron wavefunctions localized at adjacent atoms, 
• the distribution of {Ei} is uniform. 
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Actually, (9.31) does not require the first assumption for an infinite system. We 
cannot ignore overlaps between weakly localized wavefunctions close to each other, 
which cause energy levels to be correlated. However, the probability that two states 
belonging to adjacent levels overlap is infinitesimal in the infinite system. Therefore, 
the level spacing distribution function is not affected by the strength of localization, 
and pes) should be given by (9.31), even for electron states with very long localization 
lengths. In the vicinity of the critical point, the second assumption also becomes 
irrelevant to (9.31). This is because universality guarantees that properties near 
the Anderson transition are not affected by details of the potential distribution. 
Therefore, we can conclude that the level-spacing distribution function of localized 
states is always the Poisson distribution, independently of both the on-site potential 
distribution and the global symmetries of the system. 

If mixing between two states becomes crucial, adjacent energy levels cannot 
approach each other indefinitely. This is easily understood from the fact that a two­
fold degenerate energy level is split by mixing of the two corresponding states. Since 
such mixing always occurs for extended states, the probability of proximal energy 
levels is small in the metallic phase. The nature of this level repulsion is deeply 
related to the symmetry of the Hamiltonian. The Hamiltonian matrix in the Wannier 
basis has nonzero off-diagonal matrix elements in this case. We can evaluate pes) in 
the metallic regime by assuming that the matrix elements Hij (i :S j) are statistically 
independent. Spectral properties of random (but Hermitian) matrices have been 
studied in detail by the random matrix theory [9. 17-9.19]. This theory predicts that 
the level-spacing distribution pes) takes three functional forms according to three 
types of symmetry of the system. These are the cases in which: 2 

1. the system has time-reversal symmetry and spin-rotational symmetry, 
2. the system does not have time-reversal symmetry, 
3. the system has time-reversal symmetry but not spin-rotational symmetry. 

Hamiltonian matrices for systems satisfying conditions (1), (2), and (3) are real 
symmetric, (complex) Hermitian, and self-dual3 Hermitian matrices, respectively. 
Since sets of random matrices with these three symmetries are invariant under real 
orthogonal, unitary, and symplectic transformations, respectively, these ensembles of 
random matrices are called the Gaussian orthogonal ensemble (GOE), the Gaussian 
unitary ensemble (GDE), and the Gaussian symplectic ensemble (GSE), respectively. 
The approximate distribution functions pes) given by the random matrix theory are 

for the GOE, (9.32) 

2 In addition to these classes of disordered systems, there exist three classes for chiral 
symmetric systems and four classes for superconducting systems [9.19]. Among these ten 
classes, only the three classes discussed in this section are relevant to the conventional 
Anderson transition. 

3 A matrix H is self-dual if H = T- 1 HT, where T is the anti-unitary time-reversal operator 
defined by (9.9). 
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for the GUE, (9.33) 

and 

for the GSE, (9.34) 

which are derived in Appendix D. These distribution functions are called the Wigner 
distributions. For s « 1, these functions are proportional to s, s2, and s4 for the 
GOE, the GUE, and the GSE, respectively. This implies that systems belonging to 
the GSE exhibit the strongest level-repulsion amongst the three classes. Profiles of 
the Wigner distribution functions are shown in Fig. 9.5 together with the Poisson 
distribution. 

The Poisson distribution for the localized phase and the three kinds of Wigner 
distribution function for the extended phase have been confirmed numerically. Fi­
gure 9.6 shows an example of the level-spacing distribution functions calculated 
numerically for a 3D disordered electron system in a magnetic field.4 When the di­
sorder is very strong, electronic states are localized and the level-spacing distribution 
function pes) is close to the Poisson distribution (9.31). On the contrary, for a weak 
disorder, pes) is well described by the Wigner distribution for the GUE [(9.33)]. 

0.5 1.0 1.5 

s 
2.0 2.5 3.0 

Fig. 9.5. Level-spacing distribution function pes). The quantity s denotes the rescaled level 
spacing (s == ,1/ .1). If wavefunctions are localized, pes) should follow the Poisson distribu­
tion. For extended states, pes) obeys the Wigner distribution function (OOE, OUE, or OSE 
depending on the symmetry of the Hamiltonian) 

4 The system is described by a tight-binding Hamiltonian which will be discussed in Sect. 9.5. 
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Fig. 9.6. Numerically calculated level-spacing distribution for a 3D electron system in a 
magnetic field (GUE). The system is described by a tight-binding Hamiltonian with size M3 
and strength of disorder W. The applied magnetic field is chosen so that the magnetic flux 
threading a plaquette is 0.05<Po, where <Po is the flux quantum. The critical disorder We ofthis 
model is 16.5 in units of the hopping energy. The system is in the metallic (insulating) phase 
for W = 3 (W = 80). Histograms display numerical results, and continuous lines reflect 
the two expected limiting ensembles, viz., the GUE in the metallic regime and the Poisson 
ensemble in the insulating regime. Data points 0 and * represent pes) near the critical disorder 
for M = 21 and M = 13, respectively. The symbol (> denotes the numerical result for the 
system at criticality in the absence of a magnetic field [9.21] 

From the above arguments, there exist at least three types of extended phase 
whose level statistics are qualitatively different from each other. Localized states 
are also classified into three distinct families depending on their tendency towards 
localization, as discussed in Sect. 9.2, although P(s) does not depend on ensembles. 
From these facts we expect there to be three universality classes in the Anderson 
transition depending on the symmetries of the system. This is now supported by a 
large number of numerical studies and field-theoretical arguments [9.20]. 

The scaling theory predicts that all states of ID or 2D disordered electron systems 
are localized and that the Anderson transition (localization-delocalization transition) 
is manifested in 3D systems. Taking into account the symmetries of systems, it has 
been shown numerically and analytically that these results of the scaling theory 
should be modified as follows. In ID systems, all electronic states are localized 
independently of the symmetries of systems. All states are also localized in 2D 
systems described by Hamiltonians belonging to the GOE and the GUE,5 while 
2D systems with the symmetry of the GSE exhibit the Anderson transition. For 
3D systems, the Anderson transition appears for any symmetry. These results are 
summarized in Table 9.1. 

5 The fact that quantum states in 2D systems belonging to the GUE are all localized does 
not means that all states in a disordered system subject to a uniform magnetic field are 
localized. This point will be discussed in Sect. 9.5. 
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Table 9.1. The relation between the Anderson transition and dimensionality. The symbol L 
means that all states are localized, whilst E signifies the existence of the Anderson transition 

GOE GUE GSE 

1D L L L 

2D L L E 
3D E E E 

9.S Numerical Studies 

Despite the long history of the Anderson transition, which began as early as 1958, 
relatively little quantitative information has been obtained analytically. On the con­
trary, numerical investigations have played a crucial role in clarifying the nature of 
the Anderson transition. With the advent of modem computers, it has become pos­
sible to provide not only quantitative information but also qualitatively new insights 
into the transition. In this section, we will introduce an efficient numerical technique 
for obtaining definite information about critical properties. 

We have not yet provided concrete examples of Hamiltonians, because many 
properties near the Anderson transition point do not depend on details of the Ha­
miltonian, due to universality. In numerical studies, however, a specific form of the 
Hamiltonian must be adopted. The universality of the Anderson transition suggests 
that even an analysis of the simplest model can reveal the general properties near the 
critical point. The most popular and well studied model with such simplicity is the 
tight-binding Hamiltonian, 

H = l:>'ili)(il - l::>iili)(J1 , (9.35) 
i,j 

where Ii) is a basis representing a state localized at the i th site. The site energy 
Ei corresponds to a random potential energy and tij represents the hopping energy. 
If the system has time-reversal symmetry and spin-rotational symmetry, that is, the 
Hamiltonian belongs to the Gaussian orthogonal ensemble (GOE), parameters Ei 

and tij leading to the simplest Hamiltonian are realized by random quantities Ei 

distributed uniformly in an interval between - W /2 and W /2, and tij is given by 

I
t, 

tii = 0, 

if i is the nearest neighbor of j , 
(9.36) 

otherwise, 

respectively. The parameters W and t express the strengths of disorder and transfer. 
The Hamiltonian with these parameters is called the Anderson Hamiltonian [9.3]. 
If the time-reversal symmetry is broken, that is, the Hamiltonian belongs to the 
Gaussian unitary ensemble (GUE), the hopping matrix elements tij must be complex. 
Such a system can be realized by applying a magnetic field. In this case, the diagonal 
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elements Ei are chosen in the same way as those for the GOE, and the hopping matrix 
elements are described by the Peierls phase [like (9.5) or (9.6)] as 

if i is the nearest neighbor of j , 
(9.37) 

otherwise, 

where <1>0(= he/e) is the unit of flux quanta and aij is the line integral of a vector 
potential A(r) along the link (ij). If a uniform magnetic field B in the z-direction is 
applied to a 2D square lattice or a 3D simple-cubic lattice, the quantity aij is given 
by 

I Ba2xi , if the link (ij) is parallel to the y-direction , 

aij = - Ba2 Xi, if the link (ij) is antiparallel to the y-direction , 

o , otherwise , 

(9.38) 

where a is the lattice constant and Xi is the X coordinate of the i th site rescaled by 
a. Here we have chosen the Landau gauge A = (0, Bx, 0). 

Systems belonging to the Gaussian symplectic ensemble (GSE) have time­
reversal symmetry but not spin-rotational symmetry. The GSE systems are physically 
realized by introducing spin-orbit interactions. Several tight-binding models have 
been proposed for electrons in a system with spin-orbit interactions [9.22-9.24]. 
Since the spin degrees of freedom must be taken into account in this case, the basis 
Ii) in the tight-binding Hamiltonian (9.35) should be replaced by Ii, a), where the 
index a =t or {- denotes spin up or spin down. The tight-binding Hamiltonian is 
then written as 

H = I>;li, a)(i, al - L tCi, a; j, a')li, a)(j, a'i , 
i,cr . . I 

I.Cf;j,Cf 

(9.39) 

where tCi, a; j, a') represents hopping from the i th site with spin a to the j th site 
with spin a'. The hopping matrix elements tij are 2 x 2 matrices describing spin 
rotation due to the spin-orbit interaction on every link (ij). Among several tight­
binding models proposed so far (i.e., ways to choose the parameters Ei and tij), 

the Ando model [9.22] has been the most extensively studied. In this model, the 
substrate lattice is assumed to have a square (2D) or a cubic (3D) symmetry. The 
on-site potentials Ei are uniformly distributed in the range [- W /2, W /2] as in the 
cases of the GOE and the GUE. The off-diagonal elements tij are chosen as 

t OO _ {teXP(-ieak ) , 

Ij -

0, 

if i is the nearest neighbor of j , 
(9.40) 

otherwise, 

where ax, ay, and az are the Pauli matrices, k = x, y, and z denotes the direction of 
the link (ij). The quantity e represents the strength of the spin-orbit interaction. For 
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e = 0, the orthogonal symmetry is recovered, as expected. The explicit 2 x 2 matrix 
forms of tij are 

(
COS e - i sin e ) 

t-. = t 
llx -isine cose ' 

(
COS e - sin e ) t·· - t 

lly - sine cose ' 

( e-ill ° ) 
ta z = t ° eill , 

(9.4la) 

(9.4lb) 

(9.41c) 

where ix, iy, and iz denote the nearest neighbors of the i th site in the x, y, and z 
directions, respectively. 

Most of the numerical studies reported so far have studied critical properties of the 
Anderson transition in systems described by the above tight-binding Hamiltonians. 
The size of a system treated numerically is, of course, finite, while the correlation 
length ~ diverges at the transition point. This means that numerical results are 
always influenced by finite-size effects. We have to introduce some devices into 
numerical calculations to eliminate these effects. The finite-size scaling analysis is 
one of the most powerful techniques for extracting quantitative information about 
critical properties of infinite systems from numerical results for finite-size systems 
[9.25,9.26]. 

In the finite-size scaling analysis, we deal with a quasi-lD system of width M 
and length L (L » M), which is described by the Hamiltonian (9.35) or (9.39). 
Since it is rigorously proven that all quantum states are exponentially localized in 
ID disordered systems, electronic states can also be considered to be localized in the 
quasi-lD system when L is long enough. The localization length AM of the quasi-lD 
electron wavefunction can be calculated numerically.6 Although the length AM is 
generally a function of the width M and the external parameters x (the eigenenergy 
E, the strength of disorder W, the hopping energy t, the magnetic field B, and/or 
the strength of the spin-orbit interaction e for tight-binding models), the scaling 
hypothesis explained in Sect. 9.3 requires AM to be written as 7 

(9.42) 

where ~ is the correlation length of the state in the infinite system with the same 
parameters x as those of the system giving AM. The x dependence of ~ is given 
by (9.21). Since the argument M/~ of the scaling function becomes small near the 

6 The localization length AM can be obtained from the Green's function computed recursively 
or the Lyapunov exponent of the transfer matrix. The value of AM calculated by such 
numerical procedures represents the decay length of the typical wavefunction in the quasi­
ID system. 

7 The general scaling form of AM is given by AM = Met f(M/~), where ex is an exponent. At 
criticality, AM should be proportional to M and the scaling function becomes a constant 
f(O). This gives ex = 1. 
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transition point x = xc, the scaling function can be expanded around x = xc. This 
yields 

(9.43) 

where the critical scaling amplitude Ac is AM at x = xc. Fitting the numerical data 
of AM for various values of x and M to (9.43), we can obtain A c, xc, and v (and also 
ai, a2, ... ). We should note that the coefficients ai, a2, ... for x > Xc are different 
from those for x < Xc because ~ is a function of the absolute value of x - xc. If the 
scaling hypothesis is valid, AM as a function of Mix - xciv with the obtained Xc 
and v falls into a single curve, as expressed by (9.42). The curve has two branches 
corresponding to x > Xc (localized regime) and x < Xc (extended regime). The 
branch for x > Xc decreases monotonically with M / ~, while the branch for x < Xc 
increases, as illustrated in Fig. 9.7. 

The idea of finite-size scaling is also applicable to quantities depending on M 
and x other than AM. For example, the quantity defined by 

(9.44) 

can also be scaled by~, where PM(s) is the level-spacing distribution function for a 
cubic (or square) system of size M. The integral interval does not need to be chosen 
as above. Since the distribution PM(S) is independent of M at the critical point, r M 
scales 

(9.45) 

where g is a scaling function. One can obtain Xc and v by fitting the numerical 
data r M to the expansion of the scaling function. The curve of the scaling function 
also has two branches, like Fig. 9.7, but the branches converge to fixed values as 
M/~ -+ 00. These convergence values are 0.63212 for the localized branch and 
0.54406 (GOE), 0.53305 (GUE), or 0.52373 (GSE) for the extended branch. The 

log(M IS) 

Fig. 9.7. Schematic profile of the scaling ampli­
tude AM as a function of M/~. The upper and 
lower curves represent the extended and localized 
branches of the scaling function, respectively. In 
the limit M/~ -+ 0, AM converges to the critical 
value Ac 
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fact that these values are close to each other implies that finite-size scaling analysis 
for rM defined by (9.44) makes it difficult to obtain precise values for Xc and v. We 
should choose an appropriate scaling variable with distinct branches of the scaling 
function for efficient numerical analysis [9.27]. 

As shown in Table 9.1, the Anderson transition appears in 2D disordered systems 
belonging to the GSE and in 3D systems. Extensive numerical studies have clarified 
the nature of these transitions quantitatively. Results are listed in Table 9.2. In this 
table, the quantity We is defined by the disorder strength above which all states are 
localized. Values of We are not universal and depend on a choice of parameters 
in the Hamiltonian. Although the localization length exponent v and the critical 
scaling amplitude Ae should be universal, values of these quantities calculated 
numerically actually depend to some extent on details of the model. This is because 
the hypothesis of one-parameter scaling is slightly violated in actual numerical 
calculations. The scaling hypothesis insists that a system should be characterized 
only by ~ if the system is very close to the transition point and the system size is large 
enough. It is difficult in current numerical calculations to satisfy the latter condition 
adequately. As a consequence, results give apparent non-universal behavior of v 
and Ac. To avoid this, a technique of scaling correction has been developed, which 
introduces another length scale into the scaling analysis (two-parameter scaling) 
[9.28]. Accurate studies of the universality of the Anderson transition based on the 
scaling correction procedure are now in progress [9.29]. 

The abbreviation QHS (quantum Hall systems) in Table 9.2 represents 2D di­
sordered electron systems subject to uniform magnetic fields, which exhibit the 
quantum Hall effect. Since the time-reversal symmetry is violated in such systems, 
the QHS seems to belong to the GUE and to show no Anderson transition. However, 
it has been found by a field theoretical argument that the symmetry of the QHS 
is not the same as the GUE symmetry due to nonzero Hall conductivity. The field 

Table 9.2. Numerically obtained values of the localization length exponent v, the scaling 
amplitude Ac, and the critical disorder We (in units of the hopping energy t). Values in this 
table have been calculated for the following tight-binding systems. For the 2D GSE case, the 
strength of the spin-orbit interaction is chosen as e = :rr/3. The strength of the magnetic 
field for the 3D GUE is chosen so that the magnetic flux threading a lattice cell is cPo/3. The 
value of e for the 3D GSE is :rr/6. For each case, on-site potential energies Ei are uniformly 
distributed in the range [-W /2, W /2]. QHS stands for the quantum Hall system described in 
the text 

Symmetry v Ae We 

QHS 2.35 1.19 
2D 

GSE 2.41 1.98 5.86 

GOE 1.57 0.58 16.54 

3D GUE 1.43 0.57 18.31 

GSE 1.3 0.56 19.0 
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theory and many numerical calculations have shown that all states are localized 
except for states at the centers of the Landau subbands, regardless of the disorder 
strength W(#: 0). This means that every subband center is at the critical energy and 
no extended regime exists in the system. The values of v and Ac presented in Table 
9.2 are results for the lowest Landau band. Values of v for the second lowest Landau 
band reported so far range from 2.3 to 6.2 depending on the correlation length of 
disorder, which implies non-universality of the transition in higher Landau bands. 
However, this non-universality is now believed to be an artefact due to the violation 
of the one-parameter scaling hypothesis in actual numerical calculations. In fact, the 
scaling correction recovers the universal behavior of the delocalization transition in 
higher Landau bands of the QHS. We will discuss the universality of higher Landau 
bands in more detail in Sect. 10.5. 

9.6 Dynamical Properties at the Anderson Transition 

In conventional critical phenomena in thermal equilibrium systems, dynamical quan­
tities behave critically with universal exponents at the critical point, just as sta­
tic quantities do near the critical point. The Anderson transition is regarded as a 
quantum-critical phenomenon driven by quantum fluctuations rather than thermal 
ones. In this section, we describe the critical behavior of dynamical quantities in 
disordered electron systems. 

9.6.1 Scaling Form of Dynamic Quantities at Criticality 

The scaling hypothesis claims that a single length scale ~ characterizes the system 
close to the Anderson transition point. However, dynamical phenomena require 
additional length scales. One is the diffusion length Ldiff of a wave packet during the 
time interval 1/ w. This length scale is represented by 

Ldiff ex f?!; , (9.46) 

where D is a diffusion constant. The other length scale is LI!, defined so that the 
energy tuv coincides with the mean level spacing L1 of a system of size L I!,. Since L1 
is proportional to 1/ pL ~, where p is the density of states,8 the length LI!, is given by 

1 
LI!, ex (ptuv)l/d . (9.47) 

Since the dc conductivity adc of a system of size Ldiff at the transition point is 
expressed in terms of the dimensionless critical conductance gc as 

e2 2-d 
adc = hgcLdiff ' (9.48) 

8 In this and the next chapter, we use the symbol p for the density of states, while the symbol 
D has been used in previous chapters, to distinguish the DOS from the diffusion constant. 
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equation (9.46) with D = add e2 p (the Einstein relation) is rewritten as 

Ldiff ex (p~) lid . (9.49) 

We see from (9.47) and (9.49) that the length Ldiff is proportional to L/1 at the tran­
sition point. This implies that dynamics with frequency w introduces a single length 
scale, say, Lw. If Lw is a unique characteristic length introduced by the dynamics 
even near the transition point, the dynamics can be scaled by two lengths, ~ and 
Lw. Thus, an arbitrary dynamical quantity K(q, w) characterized by a wavenumber 
q and a frequency w should be scaled as 

K(q, w) = ~s h(q~, qLw) , (9.50) 

where ~ is an exponent and h(ZI, Z2) is a two-variable scaling function. 
From the general scaling form (9.50), we can extract crucial information about 

critical slowing down. We know in general that the internal dynamics of a system 
should slow down when approaching the critical point. A correlation time r characte­
rizing the dynamics of the system diverges as the correlation length ~ diverges. This 
is described by a power law, r ex ~z, where Z is called a dynamical exponent. The 
value of the dynamical exponent Z for the Anderson transition can be drawn from 
(9.50). Equation (9.50) implies that any dynamical quantity of a disordered electron 
system not at, but near the critical point is governed by a characteristic frequency We 

given by Lwc = ~. From (9.47) or (9.49), the frequency we(= 2n/r) is proportional 
to ~-d, which gives z = d. The dynamical exponent z (vz to be precise) can be 
directly determined by experiment. In fact, the value of z for a 2D disordered system 
in the integer quantum Hall regime was obtained from the frequency dependence of 
the peak width of the dissipative ac conductivity axx(w) as a function of an applied 
magnetic field. Experiment suggests z = 1, contrary to the above simple prediction 
Z = d = 2 [9.30]. The reason for this discrepancy has not yet been completely 
elucidated, although some explanations have been reported so far. 

9.6.2 Diffusion of Wave Packets 

One of the most fundamental form of dynamics is diffusion (see Appendix C) of a 
wave packet described by a probability density per, t) = (I<p(r, t)1 2)0, where <per, t) 
is the wavefunction of the wave packet starting at r = 0 and ("')0 represents 
the disorder average. If the system is in a metallic phase and Lw( ex 0) » ~, the 
probability density per, t) is governed by a conventional diffusion equation, 

aP(r t) 
--'- - DV2 per, t) = 8(t)8(r) , at (9.51) 

where D is a diffusion constant. From this equation, the Fourier transform of per, t) 
is given by 

1 
P(q, w) =. 2 ' 

-}W + Dq 
(9.52) 



136 9. Anderson Transition 

while its inverse Fourier transform with respect to w is 

1 f -ilVt Dq2 
P(q, t) = - e w2 2 2 dw . 

7r + (Dq ) 
(9.53) 

If Lw « g or the system is in an insulating phase, these expressions no longer hold. 
It is, however, possible to express P(q, w) [or P(q, t)] in a similar form to (9.52) [or 
(9.53)] by introducing a diffusion function D(q, w) such that 

1 
P(q, w) = . + D( ) 2 ' 

-lW q, W q 
(9.54) 

and 

P( t) - ~ f -iwt D(q, w)q2 d q, - e w. 
7r w2 + [D(q, w)q2]2 

(9.55) 

Note that the diffusion function D(q, w) should become the diffusion constant D 
for Lw » g and qg « 1 ifthe system is metallic. The diffusion function D(q, w) 
governs dynamical properties of the system instead of per, t) via (9.54) [or (9.55)]. 
The quantity D(q, w) should be scaled as (9.50), that is, 

D(q, w) = g~h(qg, qLw) . (9.56) 

This equation is valid for an infinite system. For a finite system at criticality, D(q, w) 
can also be expressed by (9.56) with the system size L instead of g, i.e., 

D(q, w) = L~ h(qL, qLw) . (9.57) 

Since Lw = L for w = 0, this equation gives D(O, 0) ex U. At the critical point, the 
dc conductivity O"dc(ex D(O, 0)) is proportional to L 2- d because g = hO"dcl(e2 L 2-d) 
does not depend on L at criticality. Therefore, l; = 2 - d and (9.56) becomes 

(9.58) 

In particular, at the critical point, Lw alone characterizes the dynamics, and this 
implies that D(q, w) scales as 

D(q, w) = qd-2 f(qLw) , (9.59) 

where f(qLw) = lim~ ..... oo(qg)2-dh(qg, qLw). 
We investigate the critical behavior of several dynamical quantities at the An­

derson transition point, based on the scaling form (9.59). To this end, the asymptotic 
behavior of D(q, w) should be considered first. In the long-wavelength and/or high­
frequency limit, i.e., qLw -+ 0, the diffusion function should be independent of q. 
This implies fez) ex Z2-d. Therefore, D(q, w) becomes asymptotically 

D(q, w) ex w(d-2)/d , for qLw« 1 , (9.60) 
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where we have used the relation 

I 
L ---..,...,.-; 

w - (pf"uv)l/d . (9.61) 

Combined with the Einstein relation a ex: ne2 D, (9.60) gives the ac conductivity 
a(w) at high frequencies (f"uv » .1) as 

a(w) ex: w(d-2)/d , (9.62) 

as predicted by Wegner [9.14]. The validity of this relation has been demonstrated 
in terms oflarge-scale numerical simulations for 3D orthogonal [9.31], unitary, and 
symplectic systems [9.32], in which the exponent in (9.62) is determined by the 
finite-time scaling analysis for the forced oscillator method [9.33]. In the opposite 
limit qLw » 1, D(q, w) also follows a power law behavior. This requires the scaling 
function to take the form 

fez) ex: z-ry , (9.63) 

where 1] is a new exponent. This scaling function yields the diffusion function 

for qLw» 1 . (9.64) 

The relations (9.62) and (9.64) have been verified numerically for the quantum Hall 
transition by computing the dissipative conductivity axx(L, w) [9.34]. The value of 
1] obtained from this is 0.36 ± 0.06. We will see later that the critical behavior of 
most dynamical quantities is characterized by the exponent 1]. 

Next we consider the probability density Per, t). Using (9.64), for qLw » 1, the 
Fourier transform of Per, t) given by (9.55) yields 

If. cwry/dqd-ry 
P(q, t) = - e-1wt 2 2 2 /d 2(d- ) dw, n w+cwryq ry 

(9.65) 

where c is a constant.9 The ratio of the two terms in the denominator of the above 
integrand, u == c2w 2ry /dq2(d-ry) /w2, is proportional to (qL w)2(d-ry), because Lw ex: 
w- l / d . Since d - 1] is always positive, as we shall see later, the ratio u is much larger 
than unity for qLw » 1. This implies that the first term in the denominator of (9.65) 
can be neglected. This yields 

P(q, t) ex: f e-iwtw-ry/dqry-d dw . 

Introducing a new variable s defined by 

qd 
S == (qLw)d = - , 

pf"uv 

(9.66) 

(9.67) 

9 It should be remarked that (9.65) is valid only if the integral for qLw « 1 gives a negligible 
contribution. As shown below, this condition is satisfied for qdtjnp » 1. 
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we can rewrite (9.66) as 

P(q, t) ex f exp ( -i ~;:) s~/d-2 ds . (9.68) 

The factor exp( -iqdt(nps) is a rapidly oscillating function of s when s « qdt(np. 
Thus, the integral of(9.68) over the range from 0 to qd t / np vanishes. Since the factor 
s~/d-2 in the integrand is justified only for qLw » 1, i.e., s » 1, the expression 
(9.68) is valid for qd t / np » 1. In this case, we have 

P(q, t) ex q~-dt~/d-l , (9.69) 

The real-space probability density per, t) is calculated from the inverse Fourier 
transform of P(q, t): 

per, t) = (2:)d f e-iq.r P(q, t) ddq . (9.70) 

Using the asymptotic form of (9.69) and the isotropy ofthe system, (9.70) becomes 

per, t) ex r-~t(~-d)/d f e-iycosey~-l dyd8 , (9.71) 

where y = qr and 8 is the angle between the vectors q and T. Since (9.69) is only 
valid for qdt/ np » 1, corresponding to y » (nprd /t)W, the expression (9.71) is 
appropriate for t/nprd » 1. In such cases, the real-space probability density per, t) 
has the asymptotic form 

t 
for --d » 1 . 

npr 
(9.72) 

From (9.72), we can determine the t-dependence of the temporal autocorrelation 
function C(t) defined by 

11t C(t) = - Per = 1, t') dt' , 
t 0 

(9.73) 

where Per = 1, t) is the return probability. From (9.72), the long-time behavior of 
C(t) is given by 

C(t) ex t(~-d)/d . (9.74) 

The temporal autocorrelation function is also characterized by the exponent 17. The 
relation (9.74) is convenient for numerical computation of 17, because the calculation 
of C(t) is relatively simple and contains fewer statistical fluctuations. Values of 17 for 
several systems calculated in this way are listed in Table 9.3. The behavior of the 
temporal autocorrelation function for a 3D system is shown in Fig. 9.8. 
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Table 9.3. Values of the exponent 1] calculated numerically from the temporal autocorrelation 
function 

Symmetry 1] 

QHS 0.38 ± 0.04 
2D 

GSE 0.32 ± 0.06 

GOE l.5 ± 0.2 

3D GUE l.3 ± 0.2 

GSE 1.4 ± 0.2 

Using the asymptotic behavior (9.60) of the diffusion function for qLw « 1, it 
seems that we have a similar expression to (9.68) for P(q, t),10 

P(q, t) ()( f exp ( -i ~;:) s(2-d)/d ds , (9.75) 

for qdt/hp « 1. This is incorrect, however, because the factor s(2-d)/d in (9.75) 
is only valid for s « 1. We again concentrate on the integral over the range from 
s ~ qdt/hp to infinity because of the rapidly oscillating factor exp( -iqdt/hps). 
When s becomes larger than unity, the expression for P(q, t) crosses over from 

8 0.1 

.............. ~ . 

......... :t........... orthogonal 

,- ........ ~ 
'tary ....... ~ 

Ulll ... ............ ..... ~ 
1 

...... ~~ .. 
symp ectic- "' 

0.01 
10 tV 100 1000 

Fig. 9.8. Numerical results for the temporal autocorrelation functions for 3D disordered 
electron systems at criticality. Error bars around the data for the orthogonal case indicate the 
standard deviation with respect to 10 realizations of random potential configurations. Errors 
are almost the same for all universality classes [9.35] 

10 For qLw « I, the first term of the integrand of (9.55) dominates the second term, which 
implies 
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(9.75) to (9.68). The lack of information on the crossover behavior of the diffusion 
function prevents us from calculating in this manner the asymptotic form of P(q, t) 

for qdt/lip « 1 and also the short-time long-distance behavior of per, t) (the shape 
of the diffusion front). However, the probability distribution in the tail regions has 
recently been estimated by approximately solving the generalized master equation 
describing per, t) [9.36]. According to this estimate, the front shape of quantum 
diffusion at criticality behaves as 

per, t) ex exp [ - ( w:t) fJ ' 
where the width of diffusion w(t) grows as 

wet) ex t lid , 

and the exponent y is given by 

d 
Y=d-l· 

(9.76) 

(9.77) 

(9.78) 

Let us outline the derivations of (9.76)-(9.78). Since quantum coherence strongly 
influences the diffusive behavior of electrons, e.g., the enhancement of backward 
scattering in Anderson localization, the stochastic process of a coherent electron 
is not Markovian. II Hence, the probability distribution P( r, t) does not obey the 
conventional master equation, but rather a generalized master equation of the form 

a 11
,", ' " - per, t) = ~ geM, t - t )!J.P(!J.r, r, t ) dt , 

at 0 
!J.r 

(9.79) 

where !J.P(M, r, t') = per + !J.r, t') - per, t') and geM, t - t') is a memory function. 
The memory function g(!J.r, t - t') does not depend on r because of the translational 
symmetry of the system in a statistical sense. Approximating !J.P(!J.r, r, t') up to 
(M)2, (9.79) becomes 

ap(r, t) 1 r '"' ' a2 per, t') 2, 
-a-t - = 2 Jo ~ g(!J.r, t - t ) ar2 (!J.r) dt , 

!J.r 

(9.80) 

because the linear term of !J.r goes to zero due to isotropy of the system. The Laplace 
transform of (9.80) is 

- [1,", ]a2Per,s) s per, s) = £ - ~ geM, t)(!J.r)2 2' 
2 ar 

!J.r 

(9.81) 

where Per, s) = £[P(r, t)] denotes the Laplace transform of per, t). The integrable 
solution of (9.81) is 

II If a stochastic process does not depend on its history, the process is said to be Markovian. 
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Per, s) = B(s)e-rf(s) , (9.82) 

where 

[ )
1/2 

2s 
f(s) = , 

£ [Li1r g(i1r, t)(i1r)2] 
(9.83) 

and B(s) is a normalization constant. It is natural to assume that the function f(s) 
is proportional to sf! with a positive exponent (3, because of anomalous diffusion 
at criticality. The probability density P(r, t) is obtained from the inverse Laplace 
transform of Per, s), 

I l lT+ioo 
P(r, t) = -. B(s)eJ(s) ds , 

2nl (T-ioo 
(9.84) 

where 

J(s) = st - forsf! , (9.85) 

fo is a constant defined by f(s) fosf!, and a is a real constant chosen so that 
all singular points of the integrand lie to the right of the vertical line s = a. The 
integral in (9.84) can be evaluated using the stationary phase approximation. In this 
evaluation, the integral is approximated by a dominant contribution near s = so, 
where 

s = (_t_) 1/(f!-I) 
o for{3 , (9.86) 

and we have 

P(r, t) ex eJ(so) , (9.87) 

where 

[ 
r J1/(l-f!) 

J(so) = - - , 
w(t) 

(9.88) 

and 

tf! 
w(t) = -fo-{3--O-f! (-I---{3-)"'-I---':-f! (9.89) 

Here the quantity w(t) is a diffusion length at time t. Since (9.49) implies that the 
diffusion length l2 at criticality is proportional to t lld , the exponent {3 should be 
lid for the Anderson transition. Equations (9.87)-(9.89) with {3 = lid yield (9.76) 
with (9.77). The asymptotic form of the quantum diffusion front (9.76) has been 
confirmed for 3D orthogonal systems. As shown in Fig. 9.9, numerically calculated 
probability densities are well fitted by curves of (9.76) with y = 3/2. 

12 Details of the diffusion length will be discussed later. 
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Fig. 9.9. Semi-log plot of the probability density per, t) with r = (x, 0, 0) and t = I (in 
units of n/V, where V is the hopping energy) at the 3D Anderson transition point for different 
system sizes L3. Results for L = 11, 13, 15, 17, and 19 have been shifted by -2 for clarity. 
Curves fit results to (9.76) with y = 3/2 [9.36] 

9.6.3 Two-Particle Correlation Function 

The two-particle correlation function S(r, w) is a crucial quantity describing dynami­
cal properties of the Anderson transition. This quantity is a natural extension of the 
dynamic structure factor S( q, w) for hydrodynamic fluctuations or atomic vibrations 
(see Chap. 7) to electron systems. The two-particle correlation function is defined 
as [9.37] 

S(r, w) = (L: 8(E - E)..)8(E + nw - EA') 1/1)..(0) 1/1; (r) 1/IA' (r)1/I;,(0») , 
A,A' 0 

(9.90) 

where 1/IA (T) denotes the eigenfunction belonging to the eigenenergy E A, A labels the 
eigenstate, and ("')0 denotes the disorder average. The inverse Fourier transform 
of S(r, w) with respect to w becomes 

S(r, t) = ~ (L: 8(E - EA)e-i(E)/-E)111i1/lA (0) 1/1; (T)1/IA' (T)1/I;, (0») 
A,A' 0 

(9.91) 

In (9.91), the variable E in the exponential function can be replaced by EA because 
of the factor 8(E - EA)' This delta function is also replaced by the density of states 
pee). Then we have 

(9.92) 
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where per, t) is the disorder average of the probability density of the state cp(r, t) = 
L)" Vr~(O)l/fA(r)e-iE)Jln. Since the initial state 

cp(r,O) = L Vr~(O)Vr),.(r) 
),. 

is 8(r), per, t) represents the diffusion probability. The Fourier transforms of S(r, t), 
i.e., S(r, w) and Seq, w), are therefore given by the Fourier transforms of per, t). 
From (9.55), we have 

S( ) = ~ D(q, w)q2 
q, w nn w2 + [D(q, w)q2]2 . 

(9.93) 

This relation and the asymptotic forms of the diffusion function [(9.60) and (9.64)] 
give the asymptotic profiles of Seq, w) at the Anderson transition point. As seen in 
arguments below (9.65), the first (the second) term of the denominator of (9.93) 
dominates the second (the first) term for qLw « 1 (qLw » 1). We then have the 
relations 

Seq, w) ex lw- I - 2Id , for qLw« 1 , (9.94) 

and 

for qLw» 1 . (9.95) 

The two-particle correlation function S(r, w) for r « Lw is calculated from Seq, w) 
for qLw » 1 given by (9.95), in a similar manner to the derivation of (9.72) from 
(9.65): 

for r «Lw . (9.96) 

The value of 1'] can also be estimated from (9.95) or (9.96). Chalker and Daniell [9.37] 
calculated 1'] for the quantum Hall transition (the lowest Landau level) by computing 
Seq, w), and obtained 1'] = 0.38 ±0.04. This value agrees well with 1'] evaluated from 
the temporal autocorrelation function C(t). The frequency dependence of S(r, w) for 
r « Lw is equivalent to the IE - E'I dependence of the energy correlation function 
Z(E, E') = f IVrE(r)1 2 IVrE'(r)1 2dr, where VrE(r) is the wavefunction belonging to 
the eigenenergy E [9.38].13 The energy correlation function can be calculated much 
more easily than S(r, w) itself, as defined by (9.90). Values of 1'] evaluated in this 
way are 1'] = 1.5 ± 0.3 (3D orthogonal), 0.52 ± 0.1 (quantum Hall transition), and 
0.35±0.05 (2D symplectic). Figure 9.10 shows the IE - E'I dependence of Z(E, E') 

for 2D symplectic systems. 

13 From the definition (9.90), we have 

S(r = 0, w) = (L 8(E - E),.)8(E + nw - E),., )VrA (O)Vr~(O)VrA' (O)Vr~' (0»)0 . 
AA' 

Assuming that the disorder average is equivalent to a spatial average for a fixed disorder 
configuration, S(r = 0, w) is proportional to Z(E, E + Iiw). 
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Fig. 9.10. Energy correlation function Z(E, E') of the critical states of a 2D symplectic 
system described by the tight-binding Hamiltonian (9.39) with (9.41a) and (9.41b) (t = I and 
e = ][/6). The system size is 150 x 150. The power-law behavior Z(E, E') ()( IE _ E'I-o.175 

gives T/ = 0.35 ± 0.05 [9.38] 

9.6.4 Diffusion Length 

Finally, we address the time dependence of the mean-squared diffusion-length (r2 (t)) 
of quantum diffusion. For generality, we deal with the k th moment of the probability 
density per, t) given by 

(9.97) 

Although we know the asymptotic behavior of per, t), as shown in Sect. 9.6.2, 
the above integral requires the whole profile of per, t). It is, however, possible to 
calculate the time dependence of (rk(t)) without knowing an accurate form of per, t). 
Let us consider first the Fourier transform P(q, t) given by (9.55). Using the scaling 
form of the diffusion function (9.59) and the relation (9.61), we can write 

P(q, t) = 2. f e- iwt qd II (qd /w) dw 
n w2 + [qd II (qd /w)]2 

= -1-fe-iWl (qd/w)2/J(qd/w) dw 
nqd 1 + [(qd /w)/J (qd /w)]2 ' 

(9.98) 

where the scaling function II is 11 (z) = 1[(z/np)l/d] and I is the scaling function 
in (9.59). The integrand is a function of qd /w, and we write this as Jz(qd /w). This 
provides 

1 f . (qd t ) P(q, t) = -d- e-1Y Jz - dy, 
nq t y 

(9.99) 



9.6 Dynamical Properties at the Anderson Transition 145 

where y = wt. Since the above integral is a function of qdt , P(q, t) can be written as 

P(q, t) = g(qdt) , (9.100) 

where g(z) is a new scaling function. The probability density per, t), that is, the 
inverse Fourier transfonn of P(q, t), is calculated as 

per, t) <X f qd-I J(Q)e-iqrcos(J g(qdt) dq dQ , (9.101) 

where dQ is the solid angle element, qd-l J(Q) is the Jacobian of the d-dimensional 
spherical coordinate, and () is the angle between q and r. Replacing the variable q 
by w = qr, (9.101) becomes 

(9.102) 

The integral in (9.102) becomes a function of t/rd. Denoting this by h(t/rd), we 
obtain 

-d (t) per, t) <X r h rd . (9.l03) 

Substituting this scaling fonn into (9.97), we find 

(9.104) 

It should be noted that this expression for (rk) can be obtained without using the 
asymptotic forms of D( q, w). This means that the relation (9.104) is valid for any time 
scale. 14 The relation (9.104) has been confirmed numerically for various systems 
exhibiting the Anderson transition [9.35]. Figure 9.11 shows the t dependence of 
(rk) with k = 2 for 3D orthogonal, 3D unitary, and 3D symplectic systems. For 
all symmetries, (r2(t)) is proportional to t 2/3 over a wide range of t. The moments 
(rk) with k = 2,4,6, and 8 for the quantum Hall transition are also shown in 
Fig. 9.12 [9.39]. These results support the validity of (9.104). 

We see that the exponent of the time dependence of the moment (rk) does 
not depend on the exponent TJ. This is not surprising, because the length scale Lw 
describing the diffusion length during the time intervall/w is proportional to w- Ild 

at the critical point, as given by (9.61). In fact, (9.104) can also be derived directly 
from a scaling argument in terms of Lw. The Fourier transform (rk(w)) should be 
scaled as 

(9.105) 

14 Of course, the time t should be large enough to ensure that (rk) Ilk becomes much larger 
than the correlation length of disorder. 
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Fig. 9.12. The kth moment (rk(t)) of wave-packet diffusion in a quantum Hall system. 
The system is described by the Chalker-Coddington network model [9.40] with 300 x 300 
scatterers. The moments k = 2, 4, 6, and 8 are shown. The fact that all data are well fitted by 
straight lines with unit slope implies that the k th moment (rk (t)) is proportional to (kid [9.39] 
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where 8 is an exponent and f a scaling function. Using the relations Lw ex w- 1/ d and 
~ ex Ix - xci-v, the scaling form of the inverse Fourier transform (rk(t») of (rk(w») 
becomes 

(9.106) 

In a metallic phase, (rk (t») should behave as 

(/(t») ex (Dt)k/2 . (9.107) 

Since the diffusion constant D is related to the dc conductivity O"dc by the Einstein 
relation (5.3), D is proportional to (xc - x)', where the exponent s is defined by 
O"dc ex (xc - x)s. The moment (rk(t») thus becomes 

(9.108) 

Comparing this form to (9.106), the scaling function g(z) should behave as g(z) ex 
zSk/2 for z » 1. In this case, (rk(t») expressed by (9.106) takes the form 

From (9.108) and (9.109), the exponent 8 is given by 

8 = ~ (1 - ~) + 1 . 
2 vd 

The Wegner scaling law (9.30) yields 

k 
8=1+-. 

d 

(9.109) 

(9.110) 

(9.111) 

Since (9.106) implies that (rk(t») is proportional to t 8- 1 at x = xc, we have again 
(9.104). 

To summarize, most dynamical quantities at the critical point are characterized 
by the exponent TJ, besides the spatial dimension d. Of course, this does not mean that 
TJ is a special exponent describing critical dynamics. It should also be emphasized 
that a single exponent such as TJ is not sufficient to describe all dynamical quantities. 
For example, in order to characterize a three-particle correlation function, we need 
another exponent independent of TJ. In fact, an infinite number of exponents is 
required to describe all the dynamics at criticality. In the next chapter, we will show 
that the exponent TJ is related to the fractal nature of critical wavefunctions, which 
implies that all critical dynamics is governed by (multi-)fractality of wavefunctions 
at the critical point. 



10. Multifractals in the Anderson Transition 

In Chap. 9, we showed the partial similarity between the Anderson transition and 
the thermal or percolation transition. Critical properties near/at the thermal phase 
transition or the percolation transition are related to the fractality at the critical 
point. This is because the local order parameter of such a transition distributes in a 
fractal manner. It is natural to suppose that the fractality is relevant in the case of 
the Anderson transition as well. However, it is not easy to find an appropriate order 
parameter for the Anderson transition itself. What kinds of distribution are fractal at 
the Anderson transition? The answer is the squared amplitudes of the wavefunction 
at the transition point and the energy distribution of the spectral measure. These 
distributions are actually multi fractal rather than conventional fractals. Although 
the multifractalities of the critical wavefunction and the spectral measure should 
generally be independent, they are closely related in the case of the Anderson tran­
sition. This is because the one-parameter scaling hypothesis holds for the Anderson 
transition. 

In this chapter we provide detailed descriptions of the above statements. We also 
discuss how dynamical properties at the critical point are related to the multifractality 
of the critical wavefunction or the spectral measure. We showed in Chap. 9 that much 
of the critical dynamics can be characterized by the exponent TJ.1t will become clear 
in this chapter that this exponent is related to one of infinitely many exponents 
describing the multifractality. We also demonstrate that the multifractal analysis is 
quite efficient in revealing the nature of the Anderson transition. 

10.1 Multifractality of a Critical Wavefunction 

The Anderson transition corresponds to a fixed point in a real-space renormalization 
transformation [10.1], which implies that the wavefunction at the Anderson transition 
(the critical wavefunction) is scale invariant. Motivated by this idea, Aoki [10.2] 
calculated critical wavefunctions in a quantum Hall system numerically for the 
first time, considering a 2D disordered electron system in a strong magnetic field. 
As mentioned in Sect. 9.5, all wavefunctions in this system are localized, except 
for Landau subband centers. The subband centers provide critical energies in the 
quantum Hall system. Contour plots of squared wavefunctions 11fr12 at the lowest 
subband center [10.2] are shown in Fig. 1O.l. 
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Fig. 10.1. Contour plot of a critical wavefunction in a quantum Hall system. (a) The whole 
profile of the wavefunction (40/s x 401s, where Is is the magnetic length). (b) Part of the 
same wavefunction magnified by a factor of two in linear scale. The two figures are essentially 
indistinguishable [10.2] 

These figures suggest that the distribution of l1J;f possesses a fractal nature. 
In [10.2], the fractal dimension Df of the critical wavefunction was calculated by 
counting the number of small boxes of size I covering the entire portion of 1 Vr 12 with 
larger values than a certain height value A. The value obtained was Df = 1.57 ±O.03. 
The fact that Df is smaller than the Euclidean dimension (d = 2) proves the fractality 
of the critical wavefunction. 

We should note that the fractal dimension calculated in this way depends on 
the value of the height A. If we choose A to be infinitesimally small, Df must 
be 2 because wavefunctions are in general nowhere exactly zero in a 2D electron 
system. Moreover, the fractal dimension should become zero, if A is chosen to be the 
maximum value of IVrI2 . These features allude to the multifractality of the critical 
wavefunction. The number of small boxes studied in [10.2] gives a rough estimate 
of the spatial extent of the wavefunction. A more appropriate quantity for evaluating 
the degree of localization is the inverse participation ratio defined by 

where Vri is the wavefunction amplitude at the i th site. The inverse participation 
ratio gives a measure of the number of sites contributing effectively to a given state. 
If the wavefunction is strongly localized, p-i does not depend on the system size L, 
while p-i is proportional to L -d for a metallic state. Since the critical wavefunction 
has a filamentary self-similar structure, the inverse participation ratio is expected to 
behave as p-i ex L -Df, where Df is less than the Euclidean dimension d [10.3]. The 
exponent Df can be regarded as the fractal dimension of the critical wavefunction. 
In fact, there exists much numerical evidence for such a system-size dependence of 
p-i [lOA]. 
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Let us compare the definition of the inverse participation ratio to the q th moment 
(ILf) of measure ILi given by (4.20). If we choose ILi as IVri 12 and set I to unity, the 

second moment (ILi:12) is equivalent to p-I. Therefore, the fractal dimension Df is 
nothing but the mass exponent T(2) or the correlation dimension D2. The fact that D2 
is different from the support dimension d implies that the generalized dimension Dq 
depends on q and the distribution of IVril 2 is multifractal at the critical point. Figure 
10.2 illustrates intuitively the multifractality of a critical wavefunction, in which 
squared wavefunctions are shown for a 2D disordered system with strong spin-orbit 
interactions. As discussed in Chap. 9, systems with spin-orbit interactions belong 

Fig. 10.2. Squared wavefunctions in a 2D disordered system with strong spin-orbit interactions 
(the symplectic system). The system is described by the tight-binding Hamiltonian (9.39) with 
(9.40), where f) is chosen to be 1T/6. (a), (b), and (c) represent the wavefunctions for W> We 
(localized), W = We (critical), and W < We (extended), respectively, where We = 5.86 in 
units of the hopping energy. The inset shows the distribution function l!fril2 for the critical 
state (b) 
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Fig. 10.3. Numerically calculated generalized dimension Dq for a critical wavefunction of 
a quantum Hall system. The dashed line gives the parabolic approximation (4.9\) with 
ao = 2.28 and Df = d = 2 [10.5] 

to the symplectic class and exhibit the Anderson transition even in 2D systems. The 
spatial distribution of the critical wavefunction (Fig. 1 0.2b) has typical multi fractal 
features. As shown in the inset of Fig. 10.2, the distribution function of l1jJi 12 is quite 
broad (like a log-normal distribution), a prominent feature of multifractals. 

In order to characterize the multifractality of critical wavefunctions quantitati­
vely, the mass exponent r(q), the generalized dimension Dq , the multifractal spe­
ctrum f(a), and the correlation exponent z(q) have been calculated for Anderson 
transitions in various dimensions and symmetries. Figure 10.3 shows the generalized 
dimension Dq for a critical wavefunction at the lowest Landau level of a quantum 
Hall system [10.5]. 

The fact that D q depends on q implies that the spatial distribution of the squared 
amplitude of the wavefunction has a multifractal character. From this figure, we 
find D2 = 1.43 ± 0.03. The precise value of D2 has been estimated as D2 = 
1.50 ± 0.06 for the lowest Landau band by a recent numerical calculation [10.6] 
in which considerably bigger systems were treated than those in Fig. 10.3. The 
multifractal spectrum f(a) can be calculated through the q-microscope, as explained 
in Sect. 4.5. Figure 10.4 shows the f(a) spectrum of the same eigenstate as in 
Fig. 10.3 [10.5]. 

The function f(a) takes its maximum value at a = ao = 2.28 with f(ao) = 2, 
because the fractal dimension of the support is the same as the Euclidean dimension 
of the system.! The curve of f(a) is tangent to the line f(a) = a (thin solid line 
in Fig. 10.4) as expected. The dashed curve in Fig. 10.4 represents the parabolic 
approximation to f(a) with ao = 2.28 and Df = d = 2, given by (4.89). The 

! A recent numerical study dealing with larger systems suggests ao = 2.31 ± 0.02 for the 
lowest Landau level [10.6]. 
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Fig. 10.4, Numerically calculated multifractal spectrum 1(0l) for the same wavefunction as 
in Fig. 10.3. The dashed curve gives the parabolic approximation (4.89) with OlO = 2.28 and 
Df = d = 2 [10.5] 
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Fig. 10,5, Distribution function of squared amplitudes of a critical wavefunction in a quantum 
Hall system. JLb denotes the box measure fb(2IB) 11/f(r) 12dr, where b(2IB) represents a box of 
size 2lB and IB is the magnetic length. The solid curve is the log-normal distribution obtained 
from the parabolic approximation (4.97) with OlO = 2.28 and Df = d = 2 [10.7] 

generalized dimension Dq calculated from the parabolic approximation [see (4.91)] 
is also represented by a dashed line in Fig. 10.3. We see from these figures that the 
parabolic approximation gives a good description of f(a) near a = ao and Dq near 
q = O. It is shown in Fig. 10.5 that the distribution function of squared amplitudes 
of the critical wavefunction in the quantum Hall system is quite broad, as we have 
already shown for the 2D symplectic system (inset of Fig. 10.2). 
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Fig. 10.6. Correlation exponent z(q) for critical wavefunctions (averaged over 100 realiza­
tions) of quantum Hall systems. Data calculated from the definition of z(q) [(4.52) and (4.53)] 
are represented by the symbol *, while data estimated by the scaling relation (4.62) are shown 
by o. The dashed curve represents the parabolic approximation of z(q) given by (4.92) with 
aa = 2.28 and Df = d = 2 [10.7] 

The solid curve in Fig. 10.5 represents the log-normal distribution obtained from 
the parabolic approximation with a = 2.28 [see (4.97)). For critical states in the 
quantum Hall system, the correlation exponent z(q) has also been calculated. In 
Fig. 10.6, the average of z(q) data over 100 critical states is shown by asterisks. 

The dashed curve represents the parabolic approximation to z(q) expressed by 
(4.92) with a = 2.28. Circles plotted in Fig. 10.6 show the data of d + 2r(q) -
r(2q), which should be equal to z(q) by the scaling relation (4.62). The collapse 
of asterisks and circles into a single curve provides numerical evidence for the 
validity of this scaling relation. Table 10.1 lists numerically calculated values of 
D2 and aa for several types of Anderson transition. Values of D2 are insensitive 
both to the dimensionality and the symmetry of systems, while aa is sensitive to the 
dimensionality. We note that multifractal properties of critical wavefunctions have 
been most extensively studied for quantum Hall systems, because the 2D Anderson 
transition is numerically tractable, in contrast to systems of higher dimensions, and 
the critical energies can be precisely determined (at least in a continuum model with 
a strong magnetic field). 

Although we have only shown numerical results concerning the multifractal 
properties of critical wavefunctions, analytical estimates of r(q) or f(a) have been 
reported so far. These include perturbative renormalization group treatments on 
replicated [10.3,10.8] and supersymmetric [10.9,10.10] nonlinear sigma models. 
These theories demonstrate sufficient evidence for multifractality at the critical point. 
However, they do not provide the full spectrum of multifractal exponents. There 
exists a class of models for which multifractal exponents of critical wavefunctions 
can be exactly calculated, namely, 2D non-interacting Dirac fermions subject to a 
random magnetic field. The Dirac fermion model was first introduced in connection 
with the integer quantum Hall effect [10.11] and has been shown to be deeply 
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Table 10.1. Numerically obtained values of D2 and ao for critical wavefunctions in several 
systems exhibiting Anderson transitions 

Symmetry D2 ao 

QHS 1.50 2.31 
2D 

GSE 1.66 2.19 

GOE 1.52 4.1 
3D 

GUE 1.49 4.1 

related to other intriguing systems [10.12,10.13]. The multifractality of the critical 
wavefunction of a Dirac fermion in a random magnetic field can be obtained by 
reducing the problem to computation of thermodynamic functions in a model with 
random potentials [10.14]. The Dirac fermion model is, however, a quite exceptional 
case. Numerical studies are still crucial and represent the most powerful approach 
to revealing the multifractality of critical wavefunctions of many other systems. 

10.2 Multifractality of Spectral Measures 

We showed in Sect. 10.1 that the spatial distribution of a wavefunction at the An­
derson transition point exhibits multifractal properties. Another class of systems 
with multifractal wavefunctions involves quasi-periodic systems [10.15] or the Har­
per model describing Bloch electrons in a magnetic field within the framework of 
Peierls substitution [10.16]. In these systems, multifractal properties are found not 
only in the spatial profile of the wavefunction, but also in the spectral density of 
states [10.17-10.19]. In the case of the Anderson transition, the global density of 
states is smooth near the transition point and shows no multifractal properties. Ho­
wever, the energy distribution of p(O, E) becomes multifractal, where p(O, E) is the 
value of the local density of states defined by 

per, E) = I>(E - E)J 1 1/IA (r) 12 , (10.1) 
A 

at r = O. Here 1/IA(r) is the eigenfunction belonging to the eigenenergy EA' Accor­
ding to the general definition (4.21) of multifractal distributions, the multifractality 
of the spectral measure p(O, E) is represented by 

(p'!) == L ( L p(O, E)Y ex ET(q), for E --+ 0, (10.2) 
b EEb(E) 

where beE) is the energy interval of width E near the critical energy Ec. The summa­
tions LEEb(E) and Lb represent the sums over energies in the interval beE) and over 
such intervals. The wavefunction 1/IE(0) belonging to the energy E at the spatial po­
sition r = 0 is normalized by LE 1 1/IE (0) 12 = 1 [10.20]. The definition of the mass 
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exponent i(q) of the spectral measure given by (10.2) is just the spectral version of 
the general definition of r(q) given by (4.21). The multifractality of p(O, E) is due 
to the multifractal correlation of the critical wavefunction. 

We show here that the distribution of the spectral measure is multifractal, i.e., 
the moment of the spectral measure has a power-law dependence of E as shown by 
(10.2), and the mass exponent i(q) (or Dq , the generalized dimension of the spectral 
measure) is simply related to r(q) (or Dq) describing the multifractality of the spatial 
profile of the critical wavefunction at the transition point. Generalizing the spectral 
moment (p'/), we start with the moment defined by 

Nt NE (11 E '+ E )q (pq(l,E))=LL J p(r,E)dEdr , 
b j=l b(l) Ej 

(10.3) 

where per, E) is defined by (10.1) and fb(l) dr represents the integral over spatial 
positions in a small box b(l) of size l. The energy E j in (10.3) is given by 

( Es) . E j = Ee - 2 + (j - l)E , (10.4) 

where Es is chosen so that the correlation length ~ at E = Ee - Es/2 is larger than the 
system size L and the energy interval lEe - EI :s Es/2 includes a constant number 
of eigenenergies (N E) independently of the system size. The number of boxes M is 
(L/l)d and the number of small energy intervals NE is Es/E. The condition for the 
multifractal spectral measure (10.2) is written as 

(10.5) 

where the spectral mass exponent i(q) is a nonlinear function of q. 
First, we consider the case E « ,1, where ,1 is the mean level spacing of the 

system. There exists at most one eigenvalue in the j th energy interval [E j, E j + E]. 

Therefore, (10.3) yields 

(10.6) 

where L~E represents the sum over all N E eigenstates lying in the interval I Ec - EI :s 
Es/2. Since this energy interval is included in the critical region, the spatial profile 
of I 1/r).(r) 12 has the same statistical properties as the critical wavefunction. We thus 
obtain 

( 
l )r(q) 

(pq(l, E)) ex L ' (10.7) 

where r(q) is the mass exponent of the multifractal wavefunction. Next, consider 
the case E » ,1. This condition is equivalent to the limiting case L --+ 00, keeping E 
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fixed. Even in this case (pq (/, E») should be finite because the number of eigenvalues 
NE is constant, independently of L. Therefore, the moment (pq(l, E») should not 
depend on L. The energy scale E, however, introduces new characteristic lengths 
less than L. For the case of the Anderson transition, the unique length scale LE is 
introduced into the system because of one-parameter scaling. The scale LE is given 
by (9.61), i.e., 

1 
L ---

E - (pE)l/d ' (10.8) 

where p is the global density of states at the critical energy. For LE « L, the whole 
system can be regarded as a set of uncorrelated subsystems of size L E • Since the 
mean level spacing .1E of the subsystem is equal to E, the moment (pq (I, E») for each 
subsystem can be expressed by (10.7), but with the system size L E • Thus, for E » .1, 

we have 

( 
/ )T(q) 

(pq(l, E») ex LE . 

Using (10.8), this equation yields 

(pq(l, E») ex ET(q)/d . 

(10.9) 

(10.10) 

This relation suggests that the spectral measure distributes in a multifractal manner. 
Comparing (10.10) with (10.5), we obtain 

f(q) = r~) , (10.11) 

or for the generalized dimension Dq = r(q)j(q - 1), 

- Dq 
Dq=d' (10.12) 

where Dq is the generalized dimension for the spectral measure. We should note that 
(10.12) is peculiar to the Anderson transition. For other multifractal wavefunctions 
such as those of the Harper Hamiltonian or Fibonacci chains, length scales introduced 
by the energy E are not uniquely determined by (l0.8). Therefore, the spectral mass 
exponent f(q) (or the generalized dimension Dq) is generally independent of r(q) 
(or Dq) describing the multifractality of the wavefunction. 

The scaling relation (10.12) for the Anderson transition has been confirmed 
numerically by Huckestein and Klesse [10.21]. They calculated Dq and Dq inde­
pendently both for the quantum Hall critical states and for the critical states in a 3D 
disordered system subject to a magnetic field. The results are shown in Figs. 1O.7a 
(2D) and 1O.7b (3D). These figures clearly show the validity of (10.12) for 2D and 
3D systems. 

Let us consider the arguments for using the local density of states as an order 
parameter of the Anderson transition. In contrast to conventional continuous phase 
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Fig. 10.7. (a) Generalized dimensions of a critical wavefunction (<» and the spectral measure 
(0) for a quantum Hall system described by the 2D Chalker-Coddington network model, 
which includes 150 x 150 (for <» and 200 x 200 (for 0) scatterers. (b) Generalized dimensions 
of a critical wavefunction (<» and the spectral measure (0) for a 3D GUE system described 
by the 3D Chalker-Coddington network model, which includes 203 (for <» and 353 (for 0) 
scatterers [10.21] 

transitions, it is difficult to find a suitable order parameter for the Anderson transition. 
This seems to be due to the fact that the symmetry breaking accompanying the 
Anderson transition is not luminous. The order parameter for the Anderson transition 
should satisfy the following conditions: 

• the order parameter vanishes in the localized (or de localized) phase, 
• the order parameter becomes finite and positive in the delocalized (or localized) 

phase, 
• the order parameter exhibits a power-law behavior with a critical exponent near 

the transition point. 

The typical value of the local density of states Ptyp satisfies all these conditions, 
as will be shown below, and can be regarded as a strong candidate for the order 
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parameter of the Anderson transition [10.22]. Smearing out the 8-function in (10.1) 
by a finite width r(E) <X L -d for a system of size L, the local density of states is 
given by 

per, E) = r-i(E) 11/IE(r)1 2 . (10.13) 

The spatial average Pay of p( r, E) defined by Pay = L -d J p( r, E)dr becomes 

Pay <X L 0 . (10.14) 

From the finite-size scaling argument discussed in Sect. 3.3, (10.14) implies that Pay 

does not depend on x for an infinite system near the transition point, where x is one 
of the external parameters introduced in Sect. 9.3, such as the energy or the strength 
of disorder. Therefore, the quantity Pay is not suitable for the order parameter. This 
is obvious because Pay is nothing but the global density of states, which is a smooth 
function of x near the transition point xc. In contrast, the typical value of p( r, E) 
has non-trivial L dependence. In general, as mentioned in Sect. 4.8, the typical value 
of distributed quantities {mil is defined by the value mtyp at which the distribution 
function R(log m) becomes maximum, which is equivalent to the geometric mean 
of {mil if R(log m) is a symmetric distribution. Thus, the typical value of the local 
density of states Ptyp is given by 

Ptyp = r- i (E)JItyp , (10.15) 

where JItyp is the typical value of the box measure JIb of 11/IE(r)1 2 with box size 
I = 1. The typical value of multifractal measures was discussed in Sect. 4.8, and 
(4.98) gives 

P <X r- i (E)L -ao <X Ld-ao typ , (10.16) 

where ao is the Lipschitz-Holder exponent giving the maximum value of the multi­
fractal spectrum lea) of the critical wavefunction. Applying the finite-size scaling 
argument to (10.16), the typical value Ptyp for an infinite system near the transition 
point Xc behaves as 

Ptyp <X (xc - x)1l , for x < xc, (10.l7) 

where 

fJ = v(ao - d) . (10.18) 

The quantity Ptyp obviously becomes zero in the localized phase, so (10.17) is only 
valid for x < Xc (extended phase). Since ao > d, the exponent fJ is always positive. 
All these properties of Ptyp satisfy the conditions for the order parameter. The values 
of the order parameter exponent fJ can be estimated from the values of v and ao 
listed in Tables 9.2 and 10.1 (fJ = 0.46 for the 2D GSE and 1.73 for the 3D GOE). 
In contrast to ordinary critical phenomena, the values obtained for fJ are larger than 
unity for 3D systems. 
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10.3 Relations between Multifractality 
and Dynamical Properties at the Transition Point 

Critical wavefunctions and spectral measures at the Anderson transition point pos­
sess a multifractal nature and require an infinite set of exponents [r( q), D q, or f( a)] 
to describe their statistical properties. As mentioned in Sect. 10.2, exponents cha­
racterizing wavefunctions (r, Dq , or f) and spectral measures (T, Dq , or 1) are 
not independent for the Anderson transition due to one-parameter scaling, while 
these are independent in general. One-parameter scaling also leads to the power-law 
behavior of dynamical quantities at the transition point, as discussed in Sect. 9.6. An 
intriguing question arises here: are the exponents describing the critical dynamics 
(such as 77) independent of the multifractal exponents? The answer to this question 
is quite important if we are to understand the critical dynamics at the Anderson 
transition from the multifractal viewpoint. We show in this section that the answer 
is no and that the generalized dimension for q = 2 (the correlation dimension) is 
related to the exponent 77 by [10.5,10.23] 

(10.19) 

This significant relation has been confirmed numerically for several systems exhibi­
ting the Anderson transition. 

Let us start with the second moment of the probability measure tt(r) = 11/r(r) 12, 
where 1/r(r) is a critical wavefunction. From (4.20), this quantity is defined by 

(ttf) = L ([ 11/r(r) 12 dr)2, 
b lb(l) 

(10.20) 

where the integral fb(l) dr is taken over spatial positions in a small box b(/) of size 
I. Because of the multifractality of the critical wavefunction, the moment should 
behave as 

( 
I ) r(2) 

(tt?) ex: L ex: ID2 . (10.21) 

Introducing the average over boxes ( ... )b, (10.20) can be expressed as 

where the factor (L/zl denotes the number of boxes in the system. The average 
( ... ) b is equivalent to a disorder average in a specific box at criticality. We then have 

(tt?) = (~)d [ [ (11/r(r')1211/r(rl)12)Ddr'dr", 
I 1 b(l) 1 b(l) 

(10.22) 

where (···)D represents the disorder average. Due to the disorder average, the 
integrand (11/r( r') 1211/r( r") 12) 0 is a function of I r' - rill. We denote r' - r" and 
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(r' + r") /2 by rand R, respectively. The Jacobian J of this transformation is unity. 
The volume of the new integration range after this transformation has the same 
[-dependence as the original integration range because J = 1. Therefore, the second 
moment becomes 

(/Lf) ex Ld 1 (I 1/!(0) 12 1 1/!(r) 12)0 dr, 
b(l) 

(10.23) 

where we have used fb(l) dR ex [d. It should be noted that the integrand in (10.23) 
is identical to the two-particle correlation function defined by (9.90) with w --+ 0, 
except for the density of states at the critical energy, i.e., 

(10.24) 

The asymptotic profile of S(r, w) at lower frequencies is given by (9.96). Using this 
proportionality, (10.23) yields 

(/Lf) ex Ldp-l!al rd-Ir-~dr ex [d-ry, (10.25) 

where p( ex L d) is the density of states at the critical energy. We then obtain (10.19) 
by comparing (10.25) with (10.21). 

All dynamical quantities discussed in Sect. 9.6 are characterized by the unique 
exponent 17.2 The relation (10.19) implies that dynamical properties at the transition 
point can also be described by a single multifractal exponent. For instance, if we 
express the long-time behavior of the temporal autocorrelation function defined by 
(9.73) as e(t) ex t-8, the exponent 0 is, from (9.74), given by 

D2 -
o=-=D2 • 

d 
(10.26) 

Similarly, for the diffusion function D(q, w), equation (9.64) implies that the ex­
ponents £ and K describing the asymptotic behavior of D(q, w) for qLw » 1 as 
D(q, w) ex q-cwK can be written as 

and 

£=2-D2 , 

D2 
K=l--. 

d 

(10.27) 

(10.28) 

Therefore, (10.19) provides a key relation for understanding the Anderson transition. 
The validity of the scaling relation (10.19) has been checked numerically [10.20, 
10.24]. This can also be seen from Tables 9.3 and 10.1, as shown in Table 10.2. 

2 This does not mean that the exponent rJ (or D2) can describe all the critical dynamics. 
For example, the asymptotic behavior of the q-particle correlation function which is an 
extension of the two-particle correlation function defined by (9.90) requires at least the 
exponent Dq • The following should also be noted: it is not obvious whether the whole spe­
ctrum of multifractal exponents is sufficient to describe all dynamical properties, although 
it is necessary. 
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Table 10.2. Comparison between d - I] calculated from Table 9.3 and D2 listed in Table 10.1. 
The coincidence of these values implies the validity of the scaling relation (10.19) 

Symmetry d-I] D2 

QHS 1.62 1.50 
2D 

GSE 1.68 1.66 

GOE 1.5 1.52 
3D 

GUE 1.7 1.49 

In order to clarify numerically whether two given systems belong to the same 
universality class, it is common to check the equality of the set of critical exponents 
of these two systems. The scaling relation between 11 and D2 allows us to use the 
multifractal exponent to do this. A comparison between the whole spectra of mul­
tifractal exponents makes it possible to distinguish more precisely two universality 
classes than the comparison of a finite number of exponents (such as v and 11). 

10.4 Conformal Invariance 

The multifractal nature of critical wavefunctions or spectral measures is deeply rela­
ted to the critical dynamics, as seen in Sect. 10.3. We will show in this section that the 
multifractality of the critical state in an infinite 2D system also relates to the scaling 
amplitude Ac of a quasi-ID system with width M, introduced when discussing the 
finite-size scaling analysis in Sect. 9.5. This relation is a direct consequence of the 
conformal invariance of the system. 

Before deriving the relation between the multifractality and A c , we must first 
explain conformal invariance. For general critical phenomena, it is well known that 
a physical quantity at a critical point is invariant under a global scale transformation 
due to the fractal nature of the critical state. Conformal invariance requires the 
quantity to be invariant even for a local scale transformation with spatially varying 
scale factors. This represents a very high symmetry of the critical state, and not all 
critical states possess this symmetry. If a system is, in a statistical sense, invariant 
under arbitrary uniform translations and rotations, the critical state of this system has 
translational, rotational, and dilatational (scaling) symmetries. In other words, the 
fixed-point Hamiltonian3 is invariant under composite transformations g combining 
these global operations of translation (T), rotation (R), and dilatation (D). We focus 
on such systems in this section. We can also consider composite transformations 
g(r) combining a local translation T(r), rotation R(r), and dilatation D(r). The 

3 Assuming that a renormalization operation 9't maps the Hamiltonian H onto an effective 
Hamiltonian H', i.e., H' = 9't[H], the fixed-point Hamiltonian H* is defined by H* = 
9't[H]. Details of the renonnalization group theory for critical phenomena are presented 
in [10.25]. 
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local-scale transformation is nothing but the transformation g(r). Since the local 
operators T(r), R(r), and D(r) preserve the angle between two local vectors a(r) 
and b(r), the transformation g(r) also does so. 

If the Hamiltonian includes only short-range interactions, it seems plausible that 
the critical fixed-point Hamiltonian will be invariant under the local transformation 
g(r). An intuitive explanation of this symmetry is presented as follows. Let us 
consider, as an example, a spin system on a 2D square lattice (see Fig. 1O.8a). 

A block-spin transformation performed in a renormalization group treatment 
replaces all the original spins (thin arrows) inside a cell shown in Fig. 1O.8a by a single 
block spin (thick arrows). The block spin configuration determined by interactions 
between block spins is similar to the original spin configuration at the critical point 
because of fractality. We transform this spin system by a local transformation g(r), 
as shown in Fig. 1O.8b. If the spatial modulation of g(r) is sufficiently slow and 
the spin-spin interactions are short range (e.g., nearest neighbors), the block-spin 
interaction in the system transformed by g(r) can be approximated by that in the 

(a) 

I ... 

\'~ 
".. ,. ... - , 
I -\', 

t/~ , , ... 
" j 

g(r) .... 
.... 

(c) 

,­
, ' , , .. ' 

~! 

(b) 

Fig. 10.8. Schematic illustrations of a local-scale transformation for a 2D spin system. Small 
arrows represent the original spins, while thick arrows express block spins by block-spin 
transformations. The original spin system (a) is mapped onto (b) by the local transformation 
g(r). A local spin structure (hatched region) in the mapped system (b) is approximated by 
the spin structure transformed by a global transformation g from the original system (a), as 
shown in (c) 
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system transformed by g = g(ro) (Fig. IO.Sc), where ro denotes the position of 
the block spin. Since the Hamiltonian is invariant under the global transformation 
g, it is also invariant under the transformation g(r). Therefore, the critical system 
is invariant under the local-scale transformation if the system has translational and 
rotational symmetries and the spatial modulation of this transformation is slow over 
the interaction (or hopping) range. In the case of the Anderson transition, uniformly 
distributed random potentials guarantee translational and rotational symmetries of 
the system, and the hopping term in the tight-binding Hamiltonian [(9.35)] is usually 
short range. We thus expect invariance under local-scale transformations for the 
Anderson transition. 

How should a physical quantity A (r) behave spatially if A (r) is locally scale 
invariant? To see this, we recall the case where A(r) is globally scale invariant. In 
this case, A (r) should be expressed by 

A(r) ex: rA , (10.29) 

where A is a constant exponent [fractal dimension of A(r)]. This expression is 
equivalent to the following statement: the quantity A (r) should satisfy 

A(ar) = aA A(r) , (10.30) 

under a global scale transformation 

r 1---+ R = ar , (10.31) 

where a is a constant scaling factor. According to this expression of global scale 
invariance, local scale invariance can be grasped by A (r) satisfying a similar equation 
to (10.30) under a local scale transformation 

r 1---+ R = g(r) , (10.32) 

where g(r) is a transformation composed of a local translation, rotation, and dilata­
tion. Since the global scaling factor a in (10.30) is replaced by a spatially varying 
scaling factor [V g( r) [ for the local scale transformation, the equation corresponding 
to (10.30) becomes 

A[g(r)] = [Vg(r)[A A(r) . (10.33) 

If the physical quantity A is a function of {r I, r2, ... ,r n}, like a correlation function, 
(10.33) can be extended to 

(10.34) 

This gives a mathematical expression for the local scaling invariance of the quan­
tity A. 

The argument above involves no restriction on spatial dimensions of systems, so 
local scale invariance can be expected for any dimensions [10.26,10.27]. However, 
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the mathematical treatment of this invariance simplifies dramatically in 2D systems. 
If we regard the 2D space as a complex plane, a local scale transformation is described 
by the conformal mapping 

Z = x + iy f---+ W = g(z) = u + iv , (10.35) 

where g(z) is an analytic function, because the conformal mapping preserves the 
angle between two local vectors a(z) and b(z). Therefore, local scale invariance 
for 2D systems is, in particular, referred to as conformal invariance. The expression 
(10.34) is written as 

l
ag IAI I ag IA2 I ag IAn 

A[g(z]), g(Z2),.·· ,g(Zn)] = aZI aZ2'" aZn A(ZI, Z2,···, Zn) . 

(10.36) 

In the case of the Anderson transition, conformal invariance yields the transformation 
law of the two-particle correlation function 

l

ag l-ry/21 ag l-ry/2 
(11/I[g(zl)]l2 11/I[g(z2)] 12)s' = aZI aZ2 (11/I(zl) 12 11/I(Z2) 12)s ' 

(10.37) 

where ( ... )s and ( ... )s' denote disorder averages in a given 2D system S and in the 
transformed system S' by the conformal mapping (10.35), respectively. The reason 
for)1o\ = A2 = -1)/2 is that 

(10.38) 

which is obtained from (9.96) with infinitesimal w. It should be emphasized that we 
expect (10.37) for any kind of conformal mapping g(Z).4 

Let us focus our attention on the special conformal mapping 

M 
g(z) = 2Jr log Z , (10.39) 

where M is a constant. This analytic function maps a point z = x + iy = rei(} onto 

M .Me 
W = -log r + 1- . 

2Jr 2Jr 
(10.40) 

If the domains ofr ande are (0,00) and [0, 2Jr], the ranges ofu and v (w == u+iv) are 
(-00,00) and [0, M], respectively. Therefore, this transformation maps the infinite 
2D system onto an infinite quasi-ID system of width M (see Fig. 10.9). Since e is a 
variable with period 2Jr, this quasi-ID system has periodic boundary conditions in 
the direction of the width. Corresponding to (10.37), this conformal mapping gives 

4 If g(z) = az, the relation (10.37) becomes 

(11/I[g(ZI)]1 2 11/1[g(Z2)]1 2 )s' = aAI+A2(11/I(ZI)1211/1(Z2)12)s . 

Thus, we have Al +1..2 = -1']. The symmetry between TI and T2 in the correlation function 
gives Al = 1..2 = -1']/2. 
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M 
log -

2n 

Fig. 10.9. Conformal mapping by the analytic 
M function (M/2rr) log z. An infinite 2D system 

is mapped onto an infinite quasi-l D system 
with width M 

(11/r(ul + iVI)12 11/r(U2 + iV2)12)LD = (10.41) 

I :~ 1-~/21 :! 1-~/2 (11/r(zdI2 11/r(Z2)1 2L ' 
where ("')ID and ("')00 represent disorder averages in the quasi-ID system and 
in the infinite 2D system, respectively. This equation implies that the two-particle 
correlation function of the infinite 2D system is obtained from the exponent IJ and 
the correlation function of the quasi-lD system, which is easily calculated from 
numerical simulations. 

Let us express the correlation function of the quasi-1D system in terms of 
variables u and v. Using the relation 

(10.42) 

and 

ag M 

az 2:rrz' 
(10.43) 

equation (10.41) becomes 

( . 2 . 2) (IZI-Z212)-~/2 
11/r(ul + lVI)1 11/r(U2 + lV2)1 ID ex 

IZlllzzI 
(10.44) 

The right-hand side of this relation can be rewritten as 

( IZI - Z212)-~/2 (10.45) 

IZIIIz21 

{ [ 2:rr ] [2:rr ] [2:rr ] } - ~/2 exp M (UI - U2) + exp M (U2 - UI) - 2cos M (VI - V2) 
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Here we used the relation z = exp[2n(u+iv) / M] obtained from (10.39). We evaluate 
the correlation function of the quasi-ID system for lUI - u21 » M. The quantity 
given by (10.45) is dominated by the first term if U I » U2 and by the second term if 
UI « U2. We thus have 

(10.46) 

On the other hand, the localization length A ~ of the quasi -1 D system is given in the 
complex representation by 

laM laM (11/I(UI + iVI)1211/1(u2 + iV2)12)mdvldv2 ex (10.47) 

exp(-A~IUI-U21) . 

Comparing (10.47) and the integral of (10.46) with respect to VI and V2, we find 

* A~ 2 
Ac == - = -. 

M nTJ 
(10.48) 

Using (10.19), we have 

(10.49) 

This relation implies that the scaling amplitude A~ of the quasi-lD system is related 
to the multi fractal property (D2) of the critical wavefunction in the infinite system. 

Although (10.49) is a meaningful relation that gives the scaling amplitude of 
the two-particle correlation function, we should note that the quantity A~ is not 
equivalent to the critical scaling amplitude Ac introduced in Sect. 9.5. This is because 
the quasi-ID localization length AM in (9.42) gives the decay rate ofthe typical profile 
(i.e., the geometric mean) of wavefunctions, as mentioned in the footnote on p. 131, 
while A~ in (10.47) is defined by the two-particle correlation function, which is the 
arithmetic mean of 11/I(rl)1211/1(r2)e in the quasi-lD system. 

In order to obtain the relation between Ac calculated by the finite-size scaling 
technique and exponents defined in an infinite 2D system, we repeat the above discus­
sion but starting with the typical value of 11/I(rl) 1211/1(r2) 12 rather than its arithmetic 
mean in (10.37). The transformation law of the typical value (11/I(rl) 1211/1(r2) 12)typ 
becomes 

(10.50) 

where the conformal transformation g is given by (10.39). The symbols ( ... )l;;, 
and (- .. )~p represent the typical values in the quasi-lD and infinite 2D systems, 
respectively. Since the fractal dimension of the typical value of the local density of 
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Table 10.3. Comparison between l/n(ao - d) with ao listed in Table 10.1 and Ac obtained 
by finite-size scaling analyses (Table 9.2) 

Symmetry ao 
n(ao - d) 

Ac 

QHS 2.31 
2D 

1.03 1.19 

GSE 2.19 1.68 1.98 

3D 
GOE 4.1 0.29 0.58 

GUE 4.1 0.29 0.57 

states Ptyp is given by d - ao [(10.16)], we have Al = .1..2 = d - ao and 

(1l/r(ZI)1 2 1l/r(Z2)12):p ex IZI - z21 2(d-ao) , (10.51) 

where ao is the Lipschitz-HOlder exponent giving the minimum value of the multi­
fractal spectrum f( a) of the critical wavefunction. We can repeat the argument below 
(10.43) for the quantity (il/r(ul + iVl)121l/r(U2 + iV2)12)~~, replacing 17 by 2(ao - d). 
Finally, we obtain 

I 
Ac = , 

n(ao - d) 
(10.52) 

instead of (10.49). The validity of (10.52) can be checked by using the data listed 
in Tables 9.2 and 10.1. Results are summarized in Table 10.3. For 2D systems, 
numerically calculated values of Ac agree relatively well with 1 jn(ao - d), within a 
precision of about 10%, while the discrepancy between these values for 3D systems 
exceeds 50%. This suggests that (10.52) [and also (10.49)] holds only for 2D systems, 
as expected, although local scale invariance may be valid for any dimensions [10.26, 
10.27]. 

10.5 Universality at Higher Landau Levels 

The multifractal properties of critical wavefunctions and spectral measures at the An­
derson transition are deeply related to its criticality. This implies that multifractality 
at the transition point is not only conceptually important but also useful for revealing 
critical properties or universality of the Anderson transition. Here we demonstrate 
the efficiency of multifractal analysis via a study of the quantum Hall transition. 

As mentioned in Sect. 9.5, in a 2D disordered electron system subject to a uniform 
magnetic field (quantum Hall system), all states are localized except for states at the 
centers of the Landau subbands. The states at the subband centers have a multifractal 
property (see Fig. 10.1), which indicates that these states are critical. The transition, 
say, the quantum Hall transition, from localized to critical states can be considered 
as an Anderson transition, and has been much more extensively studied so far than 
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any other Anderson transition. This is because the system is numerically tractable 
and the transition points are exactly known, in addition to its physical importance. 
However, the scaling property of the quantum Hall transition is still far from being 
fully understood. Studies using the finite-size scaling analysis described in Sect. 9.5 
indicate that one-parameter scaling holds for the quantum Hall transition for the 
lowest Landau level (N = 0), while values reported so far for the localization length 
exponent v, for example, for the second lowest Landau level, range from 2.3 to 6.2, 
depending on the correlation length of disorder. This seems to show non-universality 
of the transition at higher Landau levels. In an attempt to reconcile the apparent lack 
of universality, Huckestein [10.28] has suggested that, if one introduces an irrelevant 
scaling length ~iIT to describe AM, given by (9.42) as 

(10.53) 

universality at the higher Landau levels is recovered asymptotically on a length 
scale much larger than ~iIT. If the irrelevant length scale ~iIT decreases rapidly as 
the correlation length of disorder a increases, the asymptotic recovery of one­
parameter scaling with increasing a is expected. What we will do in this section is 
to confirm this asymptotic recovery by means of the multifractal analysis of critical 
wavefunctions [10.6]. 

We can write the Hamiltonian of the quantum Hall system as 

H = L INX} ( N + ~) nwe(NXI (10.54) 
NX 

+ L L INX}(NXIVIN'X'} (N'X'I , 
NX N'X' 

where We and V are the cyclotron frequency and a random potential, respectively. The 
quantum state INX} represents the Landau state for a 2D system without disorder 
subject to a uniform magnetic field, where the labels N and X denote the Landau 
index and the x coordinate, respectively. The magnetic field is assumed to be so strong 
that each Landau subband can be treated separately, i.e., I(NXIVIN'X'}I « nwe 
(N f= N'). The random potential is given by an assembly of Gaussian scatterers of 
the form 

v:. 2 2 
VCr) = "_I_e1r - ril /2u , 

~ 2JTa2 
(10.55) 

i 

where the centers of Gaussian scatterers ri are randomly distributed and Vi is 
assumed to be Vi = ± Vo with an equal probability. In the short-range limit of 
the potential correlation (a = 0), the potential becomes a set of 0 functions, i.e., 
VCr) = Li Vio(r - ri). 

Numerical diagonalizations of the Hamiltonian (10.54) give eigenstates belon­
ging to the higher Landau levels as well as the lowest one. Figure 10.10 depicts 
spatial profiles of wavefunctions 11/r( r) 12 belonging to eigenenergies closest to the 
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Fig. 10.10. Eigenstates of quantum Hall systems described by the Hamiltonian (10.54). (a) 
and (b) show the squared critical wavefunctions for the short -range random potential ((J" = 0) 
belonging to (a) the lowest and (b) the second lowest Landau bands. The critical wavefunction 
at the second lowest Landau level for (J" = 0.71lB is depicted in (c), where IB is the magnetic 
length [10.6] 

centers of N = 0 and N = I Landau subbands. The wavefunction at the lowest 
Landau level (N = 0) for the short-range random potential (Fig. 10. lOa) possesses 
sparsely distributed spikes, like the critical wavefunction of a 2D disordered system 
with strong spin-orbit interactions shown in Fig. I 0.2b. In contrast, the wavefunction 
shown in Fig. 1O.lOb (N = I and a = 0) is more homogeneously distributed. It 
thus seems that these two wavefunctions have different multifractalities and belong 
to different universality classes. The spatial profile of the wavefunction shown in 
Fig. 1O.lOc (N = I and (J" = 0.71lB) is, however, very similar to Fig. 10. lOa, where 
lB is the magnetic length. This intimates that increasing a recovers ill-criticality at 
the higher Landau levels. 
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Fig. 10.11. (a) Multifractal spectra !(a) of critical wavefunctions at the lowest (N = 0), the 
second lowest (N = 1), and the third lowest (N = 2) Landau levels of a quantum Hall system 
with a short-range random potential (a = 0). (b) The same for a finite-range random potential 
(a = 0.711B) for the N = 1 Landau level [10.6] 

We examine the multifractal spectra I(a) of these wavefunctions in order to 
elucidate this recovery more quantitatively. The multifractal spectrum is readily 
calculated using the q-microscope of a wavefunction, as explained in Sect. 4.5. 
Figure 1O.lla represents the I(a) spectra of the critical wavefunctions at N = 0, 
1, and 2 Landau levels with the short-range random potential (a = 0). These 
spectra do vary systematically with N. If we approximate I(a) by a parabolic 
function (4.89), I(a) is characterized by a single exponent aD besides Df = d = 2. 
From Fig. 1O.l1a, the value of aD decreases from aD(N = 0) = 2.31 ± 0.02 to 
aD(N = 1) = 2.15 ± 0.02, and further down to aD(N = 2) = 2.09 ± 0.01. In 
contrast, the correlation dimension D2 calculated from D2 = qa(q) - f[a(q)] with 
q = 2 increases from D2(N = 0) = 1.50 ± 0.06 to D2(N = 1) = 1.73 ± 0.05 
and D2(N = 2) = 1.82 ± 0.05. These results apparently indicate that critical 
states belonging to different Landau bands have different criticalities. If we turn 
to long-range potentials (a > 0), however, the values of aD and D2 for N ~ 1 
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Fig. 10.12. Potential range dependence of the critical scaling amplitude Ac for the second 
lowest Landau level of quantum Hall systems. The abscissa f32 is the reduced potential range 
1 + (uIIB)2, where IB is the magnetic length. The critical scaling amplitude Ac is calculated 
from (10.52). The horizontal dashed line indicates Ac = II log(l +.J2) [10.6] 

almost go back to those for N = 0 and a = 0 [ao(N = 1) = 2.32 ± 0.03 and 
D2(N = 1) = 1.51 ± 0.07 for a = 0.71lB], as shown in Fig. 1O.11b. This fact 
quantitatively proves the recovery of ill-criticality at the higher Landau levels with 
increasing a. 

The same conclusion is also obtained by evaluating the critical scaling amplitude 
Ac introduced in Sect. 9.5. As mentioned in Sect. lOA, conformal invariance of a 
2D Anderson transition gives a relation between the muItifractality of the critical 
wavefunction and Ac defined on quasi-ID systems. 

The a dependence of Ac calculated from (10.52) is shown in Fig. 10.12 for 
the second lowest Landau level (N = 1). As the correlation length u is increased 
(increasing f3 in Fig. 10.12), the value of Ac approaches that for N = 0 or the value 
Ac = I/log(! + J2) obtained by Lee et al. [10.29] for the network model of the 
quantum Hall system. This asymptotic recovery of one-parameter scaling at higher 
Landau levels with long-range potentials agrees with the finite-size scaling result of 
Huckestein [10.28]. 

10.6 Finite-Size Scaling for the q th Moment 

We have demonstrated that multifractal analyses are quite useful for studying critical 
properties of the Anderson transition. If we know the critical point, multifractal 
analysis gives an infinite set of exponents. Another powerful numerical method for 
examining the critical properties of the Anderson transition in infinite systems is the 
finite-size scaling analysis discussed in Sect. 9.5, which provides the critical point 
Xc, Ac, and the localization length exponent v. If we can combine these two methods, 
it becomes possible to obtain all these quantities by a single procedure. 
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In this section, we show that such a method is realized by taking account of the 
scaling for the q th moment (ltl) (or its logarithm). In contrast to the conventional 
finite-size scaling analysis where only the system size plays a role in the scaling 
measure, the present scaling analysis uses both the system and the box sizes to alter­
nate the length scale. Due to this feature, it is not necessary to calculate localization 
lengths AM or diagonalize Hamiltonians for many systems with different sizes. 

According to (4.20), the q th moment of the probability measures Il/Ii 12 is defined 
by 

(It;) = L ( L Il/Iil2f (10.56) 
b iEb(l) 

If the system is at the critical point and 1 « L, we have (It;) <X (IlL) r(q) because 
of multifractality of the critical wavefunction. However, our interest here is not only 
precisely at, but also near the critical point. The q th moment (It;) is a function of 
the system size L, the box size I, and external parameters x such as the strength of 
disorder W or the energy E. One-parameter scaling requires (ltj) to be written as 

(10.57) 

where ~ is an exponent, ~ is the correlation (or localization) length of the infinite 
system, and fq is a two-variable scaling function which depends on q. Since the 
length L is always larger than I, the scaling function fq(s, t) is defined in the range 
S :::: t. 

The scaling function fq(s, t) has two branches corresponding to the localized 
and extended regimes, as in the case of the conventional finite-size scaling analysis 
(Fig. 9.7). First we consider the asymptotic form of fq (s, t) in the localized regime. 
In the case where both the system size L and the box size 1 are larger than the 
localization length ~, i.e., S » 1 and t » 1, the q th moment (ltj) is dominated 
by the contribution from just one box. Due to the normalization condition on Il/Id 2 , 

(ltl) becomes unity for this case. This means that the exponent ~ should be zero. If 
the localization length is smaller than the system size but larger than the box size, 
i.e., S » 1 and t « 1, (It;) does not depend on L because the wavefunction is 
localized inside the system. However, the squared amplitudes Il/Ii 12 distribute in a 
multifractal manner within a scale much less than the localization length. Therefore, 
(It;) <X (l1~)'(q) and fq(s, t) <X tT(q). For s « 1 and t « 1, the wavefunction has the 
multifractal character over the whole system. In this limit, fq(s, t) is proportional to 
(tis) r(q). 

Next we consider the asymptotic profile of fq(s, t) in the extended branch. If s 
and t are large enough compared with unity, Il/Ii 12 in (10.56) can be replaced by an 
averaged value Jj;2 which is proportional to L -d due to the normalization condition 
for Il/Ii 12. This replacement leads to 

(l0.58) 
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and 

(
t)d(q-l) 

fq (s, t) ()( ~ (10.59) 

For s » 1 and t « 1, the whole wavefunction can be divided into (L / ~)d equivalent 
boxes (~-boxes) of linear size ~. In order to calculate (JL[), we introduce a rescaled 
wavefunction 0/; = (L/~)d/20/i and the moment (JL;q)~ defined by 

(JL;q)~ = L (L 10/;1 2 r ' (10.60) 
bE~ -box i Eb(l) 

where the summation LbE~-bOX represents the sum over small boxes of size I con­
tained in the ~-box. The rescaled wavefunction is normalized within a ~-box, i.e., 
LiE~-box 10/;12 = 1. Since the wavefunction 0/; is multifractal on a scale less than~, 
we have (JL;q)~ ()( (l/~y(q). Expressing (f.1})~ by the original wavefunction o/i, we 
obtain 

(
L)dq q (L)d(q-l) 

(JL;q)~ = I L (L lo/il 2 ) = I (JLj) . 
bE~ -box i Eb(l) 

(10.61) 

Here we have used (10.56) and the relation Lb = (L/~)d LbE~-bOX resulting from the 

equivalence of ~-boxes. From the relation (JL;q)~ ()( (l/~y(q) due to multifractality 
of 0/; on a scale less than ~, we have 

q ()( (~)d(l-q) (~)r(q) 
(JL/ ) ~ ~' (lO.62) 

and 

(lO.63) 

Finally, in the case where s « 1 and t « 1, the wavefunction distributes in the 
same way as the localized wavefunction with the localization length much larger 
than the system size. The scaling function in this limit has the same asymptotic form 
of fq(s, t) in the localized branch. Therefore, the asymptotic forms of fq(s, t) can 
be summarized as follows. For the localized branch, 

1 , if s » 1 and t » 1 , 

if s » 1 and t « 1 , 
(lO.64) 

( -st) r(q) , - if s « 1 and t « 1 , 

and for the extended branch, 
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Fig. 10.13. Scaling function (10.66) calculated for a 2D system subject to a random magnetic 
field with finite mean. The order of the moment is chosen to be q = 2, and oBI i1 = 0.5, where 
i1 is the average magnetic field and oB is the strength of the fluctuating magnetic field [10.30] 

Gr(q-1l, 
if s » 1 and t » 1 , 

fq(s, t) ex sd(l-q)tt(q) , if s » 1 and t « 1 , (10.65) 

Gy(q), 
if s « 1 and t « 1 . 

In actual numerical calculations, it is convenient to choose the quantity G q 

10g(fLi) as a scaling variable instead of the moment (fLi) itself. The localization 
length exponent v and the critical parameter Xc, as well as the mass exponent r(q) , 
can be obtained by fitting 10g(fLi) to the function 

(10.66) 

In the fitting procedure, the above function is expanded around X = Xc as in the case 
of the conventional finite-size scaling analysis [see (9.43)]. The present finite-size 
scaling analysis includes two scaling lengths Land t. It is therefore possible to 
perform this analysis for a fixed system size L. This saves a considerable amount 
of computing time compared to the conventional finite-size scaling analysis. In 
addition, (10.66) depends on the order q, while v and Xc are independent of q. This 
implies that v and Xc can be multiply determined by varying the value of q. 
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The efficiency of this scaling analysis is demonstrated by showing criticality of 
the Anderson transition in a 2D electron system subject to a random magnetic field 
with finite mean. Quantum transport and eigenstate properties of non-interacting 
2D electrons in a random magnetic field have greatly stimulated theoretical and 
experimental interest [10.31], because strongly correlated 2D electrons in a magnetic 
field can be mapped onto this system [10.32]. It has been suggested by a semiclassical 
theory that the system is equivalent to a quantum Hall system if the average magnetic 
field B is much larger than the strength of the fluctuating magnetic field oB and the 
correlation length of the random magnetic field is much longer than the cyclotron 
radius of the average field [10.33]. This prediction has been confirmed in terms of 
the above scaling analysis. Figure 10.13 shows the calculated scaling function gq 
given by (10.66) for q = 2 and oBI B = 0.5 [10.30]. Rescaled data oflog(/1j) (filled 
circles in Fig. 10.13) collapse onto a single scaling surface. This scaling analysis 
gives v = 2.308 ± 0.013 and D2 = 1.614 ± 0.026, which agree quite well with 
those for the quantum Hall transition. 

In this chapter, we have shown that the concept of multifractals is highly si­
gnificant for understanding the Anderson transition. The relevance of multifractals 
is not, of course, restricted to the Anderson transition. There are vast numbers of 
physical systems exhibiting multifractality. It is interesting to seek the answer to 
the fundamental question as to why nature prefers fractals or multifractals. These 
investigations are now in progress. 



Appendices 

A. Multifractality of the HRN Model 

The hierarchical resistor network (HRN) possesses almost all properties of multi­
fractals which are characterized by exponents r(q), Dq , f(a), and z(q). Here we 
investigate analytical expressions for these exponents in the HRN model. 

It seems that the multifractal measure of the HRN model is the voltage drop Vi 
of the i th bond. In a multifractal analysis, the measure f-Li should be normalized 
to Li f-Li = 1. The voltage drop V; is, however, not normalized [Li Vi = (6/SY 
because of (4.11) with q = 1]. This is because the total voltage drop is fixed at unity. 
If the voltage drop Vi is normalized by Li Vi = 1, where 

V' = (~)n V:. 
I 6 I, 

(A.1) 

for the nth generation of the HRN, Vi can be a correct measure in the multifractal 
analysis. Below we discuss the multifractality of the distribution of normalized 
voltage drops Vi. For the normalized voltage-drop distribution, (4.9), (4.11), and 
(4.13) should be rewritten as 

2k 
(A.2) 

(A.3) 

and 

log [~(l + 2q )] 
- 6q 
£,q = ----"---------= 

vlog2 
(AA) 

where the exponent ~q is defined by (vq ) ex L~q. Comparing this to the definition of 
the mass exponent r(q), (f-Lq ) ex L -r(q) [(4.18)], we have 

log [~(1 + 2q )] 
- 6q 

r(q) = -£,q = ---=------= 
vlog2 

(A.S) 
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The generalized dimension of the HRN model can be obtained from (A.S) and 
(4.24) as 

log [ ~ (l + 2q ) ] 

D - ---=-----=-
q - v(l - q) log 2 

(A.6) 

This equation [or (A.S)] gives the information dimension Dr(= Dd, the correlation 
dimension Dco(= D2), and the values of D±oo. The de l'H6pital's theorem allows 
us to write D] as 

D] =hm--=-. r(q) dr I 
q--+] q - 1 dq q=] , 

and (A.S) gives 

The value of D2 is directly calculated from (A.6) as 

log (IS8) 
D2 = ----'-----''-

vlog2 

Equations (4.32) and (A.S) lead to 

log 3 
Doo= --, 

vlog2 

and 

log 6 
D-oo = --. 

vlog2 

(A.7) 

(A.8) 

(A.9) 

(A. 10) 

(A.ll) 

We can easily obtain the analytical expression for the correlation exponent z(q) 

of the HRN model. From (A.S) and (4.62), z(q) is calculated as 

(A.12) 

where we have used the relation Df = Do = -reO) = 2jv. 
The multifractal spectrum f(a) for the HRN model is obtained as follows. 

Corresponding to (4.33) and (4.34), we have for the normalized voltage drop, 

(A. 13) 
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where 

ak = _1_ (lOg 6 - ~ log 2) , 
v log 2 n 

(k = 0, 1,2, ... , n) . (A.I4) 

Since a corresponds one-to-one to the index k, the number of bonds with voltage 
drop Vk can be expressed as N(a) = N(Vk(a»), where N(Vk(a») is equal to N(Vk) given 
by (4.10), namely, 

N(Vk(a») = 2nG) , (AI5) 

and k is a function of a. From (4.6) and (A.15), the multifractal spectrum defined by 
(4.36) is given by 

log [2n(n)] 
I(a) = lim k 

n-+oo nv log 2 

= _1_ [lOg 2 + lim ~ log (n)] (AI6) 
v log 2 n-+oo n k 

The limit in the second term in (AI6) is calculated as follows. Using the definition 
of the binomial coefficient and Stirling's formula for nt, we have 

lim ~ log (n) = lim ~ { log [J21Te-nnn+!] 
n-+oo n k n-+oo n 

log [ J21Te-k~+i] 

log [ J21Te -(n-k) (n - kt-k+ i ] } . (A.17) 

Since k = 0, 1,2, ... ,n, the range of k diverges as n -+ 00, so we introduce 
a parameter ~ = kin. This parameter ~ takes a value in the range ° :s ~ :s l. 
Eliminating k in (AI7) by using ~, the limit n -+ 00 is easily taken and we have 

lim ~ log (n) = -~ log ~ - (l - ~) log(l - ~) . 
n-+oo n k 

Therefore, the exponent I(a) given by (AI6) yields 

1 
I(a) = -- [log 2 - ~log~ - (1- ~)log(l- ~)] 

vlog2 

(AIS) 

(AI9) 

The Lipschitz-HOlder exponent a given by (AI4) can also be expressed in terms of 
~ as 

1 
a = -- (log 6 - ~ log 2) 

vlog2 
(A 20) 
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Replacing the parameter ~ in (A.l9) by a, we have 

I I [( log 6 ) (lOg 6 ) f(a) = - - -- -- -av log -- -av 
v v log 2 log 2 log 2 

(A2I) 

( log 3 ) ( log 3) ] + av - -- log av - -- . 
log 2 log 2 

The Legendre transform of the mass exponent r(q) of the HRN model surely 
reproduces the multifractal spectrum (A2I). From (A5) and (4.45), the Lipschitz­
HOlder exponent a is calculated as 

a = _1_ (lOg 6 -~ log 2) . 
v log 2 1 + 2q 

(A22) 

The Legendre transform of r(q) given by (A5) leads to 

f[a(q)] = -- log(1 + 2q ) + log 2 - --log 2q 1 [ 2q
] 

v log 2 1+ 2q 
(A23) 

Since q runs over the range (-00, (0), the parameter ~ == 2q /(1 + 2q ) takes a value 
within 0 < ~ < 1. Using the parameter ~ instead of q, (A23) becomes 

f(a) = _1_ [lOg(1 + 2q ) + log 2 -~ log ~ -~ 10g(1 + 2q )] 
v log 2 I + 2q I + 2q I + 2q 

I 
= -- [log 2 - ~ log ~ - (1 - ~) log(1 - ~)] (A24) 

vlog2 

The Lipschitz-HOlder exponent is found to be 

I 
a = -- (log 6 - ~log2) . 

vlog2 
(A25) 

Equations (A24) and (A25) are the same as (AI9) and (A20), respectively. We 
therefore get the same expression for f(a) as (A21) from the Legendre transform 
of r(q). 

We see below that the multifractal spectrum (A21) satisfies all general properties 
of f(a), as discussed in Sect. 4.7. In the HRN model, a max and amin calculated from 
limq_doo a(q), where a(q) is given by (A.22), are 

log 6 
a max = v log 2 ' 

log 3 
amin = --. 

vlog2 

(A26) 

(A27) 

Substituting these values into (A21), both f(amax ) and f(amin) are equal to l/v. 
This means that 

I 
f-oo = foo = - , 

v 
(A28) 
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Fig. A.1. (a) Mass exponent r(q), (b) generalized dimension Dq , (c) multifractal spectrum 
feet), and (d) correlation exponent z(q) for the hierarchical resistor network (HRN) modeL 
Explicit expressions are given by (A.5), (A.6), (A.20), and (A.12), respectively. Dashed curves 
represent profiles within the parabolic approximation. The dashed curve for r(q) is almost 
completely covered by the solid line 

where 1±00 are defined by (4.66) and (4.73). The reason for the nonzero 1-00 or 100 
is that the number of bonds with the smallest or largest voltage drop in this model 
depends on the system size L. Bonds with the largest or smallest voltage drop are 
links or bonds belonging to the mostly nested blobs, respectively. As mentioned in 
Sect. 4.l, the number of links LI is proportional to LI/v, which implies that ljv is 
the fractal dimension of links. Since the number of bonds belonging to the mostly 
nested blobs is the same as the number of links, I j v is also the fractal dimension of 
bonds with the smallest voltage drop. Since 100 and 1-00 are fractal dimensions of 
the largest and the smallest measures, (A.28) is reasonable. The fractal dimension 
of the support is calculated from -T(O) as 

2 
Df = -. 

v 
(A. 29) 
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This is, of course, identical to ~B defined below (4.8). The value of ao giving the 
maximum value of f(a) can be obtained from (A.22) with q = 0 as 

log3J2 
ao = 

vlog2 
(A.30) 

Substituting this into (A.21) gives f(ao) = 2/v = Df, and (4.84) is confirmed. From 
(A.22), the Lipschitz-HOlder exponent al corresponding to q = 1 is given by 

al = _1_ (lOg 3 + ~ log 2) . 
v log 2 3 

(A.31) 

The relation (4.87) [f(aI) = ad can be directly confirmed by (A.21). Profiles of 
r(q), Dq , f(a), and z(q) for the HRN model, whose explicit expressions are given by 
(A.5), (A.6), (A.21), and (A.12), respectively, are shown in Fig. A. I. Dashed lines 
in Fig. A.l indicate the parabolic approximations to r(q), Dq , f(a), and z(q) for the 
HRN model, whose explicit functional forms are obtained by substituting (A.29) 
and (A.30) into (4.90), (4.91), (4.89), and (4.92), respectively. 

B. Spectral Dimensions for Deterministic Fractals 

In this appendix, we obtain analytical expressions for the spectral dimension ds of 
the Sierpinski gasket and the Mandelbrot-Given fractal. The spectral dimension ds 

describes vibrational properties such as the density of states and the dispersion 
relation, as well as diffusive properties such as the return probability and the mean­
squared displacement on a fractal system. Here, we derive the expressions for ds by 
means of atomic vibrations with scalar displacements. 

B.1 Sierpinski Gasket 

The Sierpinski gaskets form a family of deterministic self-similar structures, which 
can be constructed in any Euclidean dimension (see Figs. 2.2 or B.l for 2D systems). 
Their fractal dimension is known to be Df = log(d + 1) /log 2. The equation of 
motion for scalar displacement u 1 of particle 1 with mass m in Fig. B.l is given by 

(B.l) 

where K is the spring constant between nearest-neighbor particles, and the summa­
tion is taken over all the nearest neighbors of the site 1. The equation of motion 
(B.l) can be rewritten as an equation for amplitudes of the eigenmode belonging 
to the eigenfrequency w. Denoting such amplitudes in vibrations of UI, ... , U3 by 
Xl, ... , X3, respectively, we have 

(B.2) 
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Fig. B.l. The second generation of the 2D Sierpinski gasket. Symbols Ui and Ui denote 
displacements of the vibrating sites they label. Symbols Xj. Xi, Zi, and Zi represent eigenmode 
amplitudes belonging to the eigenfrequency w at the sites they label 

where A = cv2/cv6 with CVa = J Kim. Sites corresponding toxl, ... , X3 are depicted 
in Fig. B.l. By the same procedure, we obtain similar relations for X2 and X3, 

(B.3) 

and 

XI +X2 + (A -4)X3 = -XI - X2 . (B.4) 

From (B.2)-(B.4), we obtain 

2(A - 4)XI + (A - 6)(X2 + X3) 
X2 + X3 = - (A _ 2)(A - 5) (B.5) 

Noting that X I = Z I, we have a similar relation to (B .5) for Z2 + Z3, which is written 
in the form 

2(A - 4)ZI + (A - 6)(Z2 + Z3) 
Z2 + Z3 = - (A _ 2)(A - 5) 

On the other hand, the equation for X I is 

AX I = 4X I - (X2 + X3 + Z2 + Z3) . 

Substituting (B.5) and (B.6) into (B.7) yields 

A'XI = 4XI - (X2 + X3 + Z2 + Z3) , 

where 

A' = A(5 - A) . 

(B.6) 

(B.7) 

(B.8) 

(B.9) 
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Equation (B.8) giving a relation between capital letters can be regarded as a renorma­
lized version of (B.7) with the renormalized frequency A'. The relation (B.9) is valid 
only for the 2D Sierpinski gasket. The general form of the renormalized frequency 
A' for a d-dimensional gasket is given by 

A' = A(d + 3 - A) . 

At lower frequencies, i.e., A = ui / w5 « I, we obtain from (B.I 0) 

W'2 = (d + 3)w2 . 

(B.lO) 

(B. I I) 

If w is the eigenfrequency of the Sierpinski gasket of size L, the renormalized 
frequency Wi is that of size L/2, namely, Wi = w(L/2). Thus, the relation (B.II) 
leads to 

w(L/2) = (d + 3)1/2w(L) . (B.l2) 

Assuming the dispersion relation w ex: L -a [(5.41)], the eigenfrequency satisfies 

w(L/b) = baw(L) , (B.l3) 

where b is a scaling factor. Comparing (B.12) with (B.13) gives 

log(d + 3) 
a= 

210g2 
(B.l4) 

This is the exact expression for the exponent a for the dispersion relation of the 
Sierpinski gasket. 

Using the relation a = Ddas from (5.44), where Df = log(d + 1)/log2 for 
the Sierpinski gaskets, we obtain the spectral dimension as of the d-dimensional 
Sierpinski gasket as 

- 210g(d+1) 
ds = . 

log(d + 3) 
(B.l5) 

We see from (B.15) that the upper bound of as for the Sierpinski gaskets is 2. 
This upper bound is a general result for fractal systems in which renormalization 
treatments are applicable. It should be noted that the three dimensions, d, Df, and 

as, calculated for the Sierpinski gasket family are ordered according to 

(B.l6) 

B.2 Mandelbrot-Given Fractal 

For the Mandelbrot-Given fractal, it is difficult to apply similar arguments to eva­
luate the value of as. This is because sites in the Mandelbrot-Given fractal are not 
equivalent to each other, while all sites except for apexes of the whole triangle are 
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R(L) 
( ) 

( 

R(3L) 

Fig. B.2. The second generation of the 
Mandelbrot-Given fractal. The registance of the 
Mandelbrot-Given fractal of size x is R(x) 

equivalent in the case of the Sierpinski gasket. Thus, we will have different renorma­
lized frequencies depending on the choice ofrenormalized site. Using an alternative 
method, however, the analytical expression of ds for the Mandelbrot-Given fractal 
is easily obtained as follows. We first calculate the resistance of the nth generation 
of the Mandelbrot-Given fractal (see Fig. B.2). Assuming that the resistance of the 
(n - 1) th generation of size L is R(L), the resistance of the nth generation of size 
3L is given by 

R(3L) = ~ R(L) . 

If we denote R(L) ex L/;, we have 

log 11 -10g4 
l;=----

log 3 

(B.17) 

(B.lS) 

This exponent l; can be related to the diffusion exponent dw through the Einstein 
relation 

O"dc ex nD , (B.l9) 

where O"dc is the dc conductivity, n the particle density, and D the diffusion coefficient. 
Since diffusion on fractals is anomalous, D depends on time t. From the relation 
(r2(t)) ex t2/dw [(5.15)], the effective diffusion coefficient D defined by (r2(t)) ex Dt 
is given by 

(B.20) 

At times satisfying (r2(t)) ~ L 2 , the diffusion coefficient becomes 

D ex L2- dw • (B.2l) 

The density n in (B.19) is proportional to the density of sites, i.e., 



186 Appendices 

(B.22) 

Therefore, (B.l9) becomes 

adc ex L 2-dw+Df-d . (B.23) 

On the other hand, the conductivity adc is related to the conductance G and the 
resistance R by 

The relation R ex L { gives 

L2- d-{ 
adc ex . 

Comparing (B.23) and (B.25), we obtain the scaling relation 

aw = Dr + s . 

(B.24) 

(B.25) 

(B.26) 

Since s is given by (B.18) and Dr = log 8/ log 3 for the Mandelbrot-Given fractal, 
the diffusion exponent aw is expressed as 

- log 22 
dw =-- . 

log 3 

Therefore, the spectral dimension defined by (5.19) is given by 

- 2 log 8 
ds = -- = 1.345 ... 

log 22 

(B.27) 

(B.28) 

To summarize, the spectral (or fracton) dimension can be obtained exactly for 
deterministic fractals. In the case of the d-dimensional Sierpinski gasket, the spectral 
dimension is expressed by (B.15), which is always less than 2. For the Mandelbrot­
Given fractal, as is given by (B.28). It should be noted that the value of the spectral 
dimension as for the Mandelbrot-Given fractal is close to as ~ 4/3 for percolating 
networks, in addition to the similarity of the fractal dimension Dr. This is because 
the Mandelbrot-Given fractal has a nodes-links-blobs structure, as in the case of 
percolating networks. 

c. Diffusion and Dynamics on Networks 

The diffusion of a random walker on a network is described by the master equation 

(C.1) 
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where Pi is the occupation probability of the diffusing particle on site i, and Wij 

is the probability that the diffusing particle hops from site i to j, with the relation 
wij = W ji. Introducing new quantities Wij defined by W ij = Wij if i =1= j and 
W ii = - LHi Wij, the master equation (C.l) can be written as 

dPi '" dt = ~ WijPj . (C.2) 
j 

From the definition of Wij, we have 

(C.3) 

which guarantees the conservation of the transition probability. 
If we consider a conducting network with conductance Gij of the bond (ij), we 

have an equation for RC circuits taking the same form as (C. I), i.e., 

dVi '" Cdt = ~ Gij(Vj - Vi) , 
Hi 

(C.4) 

where Vi is the voltage at site i and C the capacitance. This relation comes from the 
current conservation law (Kirchhoff's equation), because the current Ii coming into 
the site i is 

dqi dV; 
Ii=-=C- , 

dt dt 
(C.S) 

where qi = CV; is the charge at site i. The similarity between (C.4) and (C.l) 
implies that the problem of the RC circuit can be reduced to the diffusion problem 
described by the master equation. As seen from this example, the master equation 
plays a key role in understanding many types of dynamics in network systems. We 
give below detailed relations between diffusion and atomic vibrations, spin waves, 
and superconducting properties. 

C.l Atomic Vibrations 

The equation of motion for atomic vibrations with scalar displacements is given by 

iii = LK;juj, 
j 

(C.6) 

where Ui is the displacement of the atom at site i, and Kij (i =1= j) is given by 
Kij = kij/mi, with kij the spring constant connecting two atoms at sites i and j and 
mi the mass. The diagonal element Kii is obtained from the condition for the balance 
of forces at site i, 

(C.7) 
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(a) (b) 

Fig. C.l. Equivalence between (a) diffusion and (b) atomic vibrations on a network. The 
relation satisfied by the occupation probability Pi of a diffusing particle is given by (C.2), and 
the relation satisfied by the displacement Ui of the atomic vibration is given by (C.6), which 
takes the same form as (C.2), except for the order of the time derivatives 

This reflects the translational symmetry of the system, i.e., the uniform translation 
(Ui -+ Ui + uo) gives rise to no additional energy. Note that the difference between 
(e.2) and (e.6) is only of the order of the time derivatives. This indicates that these 
equations are equivalent as eigenvalue problems. This statement is expressed by the 
following correspondence between derivatives and eigenvalues: 

d 
- -+ -w 
dt ' 

(e.8) 

and 

(e.9) 

Figure e.l shows the corresponding relations between diffusion and atomic vibra­
tions on a network. 

The equivalence between (C.2) and (e.6) relates the return probability of a 
diffusing particle to the spectral density of states of atomic vibrations. The Laplace 
transform of (C.2) is 

wPi(w) - L WijPj(w) = Pi(O) , 
j 

where Pi(w) is defined by 

Taking the initial condition as 

(C.lO) 

(e.ll) 
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Pi(O) = 8io , (C.I2) 

Pi(w) represents the Green function of the master equation (C.2). The spectral 
density of states :D(w) for (C.2) is given by [C. I, C.2] 

I - + :D(w)=--lmPo(-w+iO ). (C.13) 
n 

This relation can be understood by considering the partial differential equation for 
continuous diffusion given by 

apex, t) a2 P(x, t) 
at - ax2 = 0, (C.14) 

where P(x, t) is the probability of finding a particle at position x and time t. The 
diffusion constant is assumed to be unity. Under the initial condition 

P(x,O) = 8(x) , (C.15) 

corresponding to (C.I2), the Laplace transform of (C.14) becomes 

_ a2 _ 

wP(x, w) - ax2 P(x, w) = 8(x) . (C.I6) 

The function PeO, w) is the Green function of the diffusion equation (C.14). The 
Fourier transform of (C.I6) yields 

I 
ll(k,w) = w+k2 ' (C.17) 

where ll(k, w) is the Fourier transform of P(x, w) with respect to x. Using ll(k, w), 
the Green function P(O, w) can be expressed as 

PeO, w) = i: ll(k, w)dk . (C.I8) 

From (C.I7), the function ll(k, -w + iO+) is written as 

I 
ll(k, -w + iO+) = 2 - in8(w - k2) , 

-w+k 
(C.19) 

The relation (C.18) thus gives 

I - + :D(w) = --1m P(O, -w + iO ). (C.20) 
n 

Here the definition of the spectral density of states :D(w) = Lk 8(w - k2) has been 
used. We expect a similar relation to (C.20) to hold for the master equation describing 
diffusion on a discrete lattice. We thus have (C.I3). A rigorous derivation of (C.13) 
is presented in [C.I]. The relationship between time derivatives and eigenvalues 
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[(C.8) and (e.9)] gives the spectral density of states D(u}) for the atomic vibration 
as D(w2) = J)(w). Hence, 

D(w2 ) = -.!..Im poe _w2 + iO+) , 
7T 

or, using the relation D(w2 )dw2 = D(w)dw with dw2 = 2wdw, 

2w - 2 
D(w) = --ImPo(-w +iO+). 

7T 

(e.21) 

(e.22) 

The relation (e.21) [or (e.22)] shows that we can calculate the spectral density of 
states for the atomic vibration with scalar displacements from the Laplace transform 
of the return probability Po (t) of the corresponding diffusion problem. 

It is also possible to relate eigenmodes of (C.6) to per, t) in the diffusion problem. 
We denote the orthonormal eigenvector for the dynamical matrix {Kij } in (e.6) 
belonging to an eigenfrequency w). by 1frt, where A is the index of the eigenvalue. 
An arbitrary displacement Ui(t) can be expanded as 

Ui(t) = L C). 1frte-iWiJ , 
). 

where C). is an expansion coefficient. Here we impose the initial condition 

From (e.23), we have 

Ui(O) = L C).1frt . 
). 

(e.23) 

(C.24) 

(e.25) 

Multiplying (e.25) by 1fr{ and carrying out the summation over i, the coefficient C). 
is given by 

(e.26) 

Here we have used the relation (C.24) and the orthonormality condition 
Li 1frt1fr{ = lh).,. Substituting (e.26) into (e.23) yields 

Ui(t) = L1fr&1frte-iWi). (e.27) 
). 

Similar arguments for the corresponding master equation (e.2) lead to 

Pi(t) = L 1fr&1frte-w~t . (e.28) 
). 

If the system is isotropic, the ensemble-averaged Pi(t) becomes a function of t and 
the radial distance r between the site i and the origin. In this case, (e.28) gives 
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per, t) = L>th(r)e-w~t , (C.29) 
A 

where CPA (r) is the ensemble average of 1/IB 1/1;, i.e., CPA (r) = (1/IB 1/1;). The summation 
over A in (C.29) can be replaced by integration with respect to w, by introducing the 
spectral density of states D(w), and we obtain 

roo 2 
per, t) = Jo D(w)cp(r, w)e-W t dw . (C.30) 

We should note that D(w) is normalized to unity. 

C.2 Spin Waves in Diluted Ferro- and Antiferromagnets 

Spin waves in magnets provide another example of dynamics equivalent to particle 
diffusion. The Heisenberg Hamiltonian for a spin system is written as 

(C.31) 

where Si is the spin angular momentum at site i and Jij the exchange integral. 
This Hamiltonian describes ferromagnets when Jij < 0 and antiferromagnets when 
Jij > O. Elementary excitations of this spin system are collective spin deviations 
called spin waves or magnons when quantized. The collective motions are rotations 
of spin directions around the directions of ordered spins. To describe this rotational 
spin motion, we introduce the quantities st = Sf ± is;, whereby the Hamiltonian 
becomes 

H = ~ "\' Jij· [~(S+ S-: + S-:- S+) + SZs~J . 2~ 2 I j I j I j 

i,j 

(C.32) 

This Hamiltonian leads to the Heisenberg equation 

ina:r = ~LJij{[St,StSj+Si-Sn+[st,sfSj]}. 
Hi 

(C.33) 

Using the relations [st, Sj] = 20ij Sf and [Sf, st] = ±OijSt in (C.33), we have the 
equation of motion for spin waves 

(C.34) 

If the amplitude of spin waves is small, namely, Sf, S; ~ S, we can replace Sf 
by S for the ferromagnetic case. Thus, (C.33) can be approximated by a linearized 
equation of the form 
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. as; ",. + + 
lfiTt = ~ J;j(Sj - Si ) , 

Hi 

(C.35) 

where h = SJij. This equation is equivalent to (C.l). 
For antiferromagnets, we replace Sf = S used in (C.35) by Sf = (Ji S, where 

(Ji = -1 for down spins and (Ji = 1 for up spins. We then have the linearized 
equation of motion for anti ferromagnetic spin waves 

. as; ",. + + 
lfi- = (Ji ~Jij(Sj + Si ) . 

at ji=i 
(C.36) 

We should note how this differs from (C.35), i.e., there is a prefactor (Ji in (C.36) 
and the second term on the right-hand side has a different sign. This is crucial when 
characterizing the difference between spin waves in diluted ferromagnets and in 
antiferromagnets. 

C.3 Superconducting Networks 

It is now possible to fabricate superconducting networks with the advent of modern 
microfabrication. An example is the superconducting fractal network. The linea­
rized equation describing superconducting states in networks is derived from the 
Ginzburg-Landau free energy, as shown below [C.3]. 

The order parameter Ll (r) of a superconductor is a pair potential or a local energy 
gap. The free-energy density can be expanded in terms of Ll (r) as 

b [A ( 2eA) [2 F = Fo + aILl(r)12 + "2ILl(r)14 + c u· -ifiV + ne Ll(r) , (C.37) 

where A is the vector potential and u is a unit vector along a bond. Provided that 
Ll(r) is small at T ~ Tc or H ~ Hc2 , we can neglect the term proportional to 
ILl(r)14. The equilibrium equation is obtained from the condition () f Fdr = 0 as 

Ll(s) (. a )2 --2-+ l--K Ll(s) =0, 
~sc as 

where K = 2eu·AI(ne), s = u·r, and ~s~2 
Ll(s) = f(s)e- iKS into (C.38), we have 

f(s) a2 f(s) 
- -2- + --2- = 0 . 

~sc as 

From this equation, the solution of (C.38) becomes 

Ll(s) ex e-iKS(aeis/';sc + f3e- is/';SC) . 

(C.38) 

-al c. Substituting the solution 

(C.39) 

(CAO) 

We consider the boundary conditions Llij (i) = Ll i and Llij (j) = Ll j, where Llij (i) is 
the order parameter at the terminal site i on the bond (ij). These boundary conditions 
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guarantee matching .1(s) at the nodes. Using these conditions to determine ex and f3 
in (C.40), we have 

A () { A sin[(lij - s)/~scl + A iy Sin(s/~sc)} -k-s 
LJij s = LJi. LJ je IJ. e IJ , 

sm ()ij sm ()ij 
(C.4I) 

where lij is the length of the bond (ij), ()ij = lij I ~sc, and Yij = f/ Kijds ~ Ki)ij. 

We impose Kirchhoff's law at node i. This is given by 

(C.42) 

Substituting (C.4I) into (C.42), we have 

.1- 1.1 _eiYij 
-~ Lcot()ij + - L -/- = O. 

~sc jofci ~sc Hi sm ()ij 
(C.43) 

Using the trigonometric relation tan(xI2) - (11 sin x) = - cotx, we can rewrite this 

where 

and 

7] -- - eiY;j IJ - , 

I 
dij =-,,-.-()- , 

<;sc sm ij 

I 
mi=-==---------

~sc LHi tan(()ijI2) 

Equation (C.44) is the basic equation for superconducting networks. 

(C.44) 

(C.45) 

(C.46) 

(C.47) 

If the magnetic field is absent, the quantity TJij becomes unity. In this case, (C.44) 
takes the same structure as the eigenvalue equation for network vibrations. The 
corresponding relations between superconducting networks and elastic networks are 
summarized as 

and 

.1i ----+ Ui , 

d ij ----+ Kij , 

mi ----+ mass, 

I I ~2 ----+ eigenvalue . 

The equivalence between these problems implies that superconducting properties of 
networks can be understood by solving the corresponding diffusion or vibrational 
problems. 
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D. Wigner Distributions 

Here we derive the Wigner distribution functions (9.32)-(9.34) for Hamiltonians be­
longing to the Gaussian orthogonal ensemble (GOE), the Gaussian unitary ensemble 
(GUE), and the Gaussian symplectic ensemble (GSE). An arbitrary Hamiltonian H 
belonging to the GOE, the GUE, or the GSE is mapped onto a Hamiltonian H' in 
the same ensemble by an orthogonal, unitary, or symplectic transformation. Hence, 
these ensembles are invariant under such transformations. This invariance can be 
written as 

R(H')dH' = R(H)dH , (D.1) 

where R(H)dH is the probability that the Hamiltonian H has its matrix elements in 
the volume element dH = Di::'Oj dHij . Since the matrix elements of H are statistically 
independent, the probability density R(H) can be written as 

R(H) = n fij(Hij ) , 
i::'Oj 

(D.2) 

where fij is a function of a single matrix element. A mathematical consequence 
drawn from (D.1) and (D.2) is that the probability density (the matrix-element 
distribution function) R(H) should take the form [D.l] 

R(H) = exp( -extrH2 + f3trH + y) , (D.3) 

where ex is a real positive constant and f3 must be real. y is determined by the 
normalization condition. 

Let us find the level-spacing distribution function pes) for the extended regime. 
The random matrix theory gives precise forms of pes) for the GOE, the GUE, and 
the GSE after mathematical manipulations. Here, we calculate pes) by reducing the 
order of Hamiltonian matrices, which approximates P(s) well without mathematical 
complexity. The quantities ex and f3 in (D.3) are fixed as ex = 1/2 and f3 = 0, 
for simplicity. We start with the GOE. In this case, the general form of a random 
Hamiltonian matrix with the smallest order is a 2 x 2 real symmetric matrix 

H = (r1 + r2 r3 ), 
r3 r1 - r2 

(DA) 

where r], r2, and r3 are real constants. Using (D.3), the distribution function of the 
matrix elements is then given by 

1 [2 2 2] R(H) = ][3/2 exp -(r1 + r2 + r3) . (D.S) 

On the other hand, the difference between two eigenvalues of H, i.e., the level 
spacing L1 (H), is 

L1(H) = 2Jri + rj . (D.6) 
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Thus, the probability density P(/J.) that the level spacing /J.(H) coincides with /J. is 
given by 

P(/J.) = f R(H)8 [/J. - /J.(H)] dH 

I foo {OO {OO 
= 7(3/2 _rof_rof_ooexp [-(r~ + r~ + r~)] (D.7) 

x8 ( /J. - 2) r~ + r~) drldr2dr3 . 

Using the 2D polar coordinate for integrals over rz and r3, we have 

(D.8) 

The mean level spacing L1 for this distribution function is L1 = f /J.P(/J.) d/J. = .jir. 
Therefore, the level-spacing distribution pes) is found to be 

pes) = ~se-7fS2/4 , (D.9) 

as a function of the rescaled level spacing s == /J./ L1, and this gives (9.32). This 
function is certainly zero at s = 0 due to level repulsion. For s « 1, pes) is 
proportional to s. 

Next, we calculate pes) for the OUE. The general form of a Hamiltonian matrix 
with the smallest order is a 2 x 2 complex Hermitian matrix: 

H = (rl + .rz r3 + ir4) , 
r3 - lr4 rl - r2 

(D. 10) 

where rl, r2, r3, and r4 are real constants. The distribution function R(H) and the 
level spacing /J.(H) are given by 

R(H) = ~ exp [ - (r~ + r~ + r~ + rl)] , 
7( 

(D.ll) 

and 

(D.I2) 

Using 3D polar coordinates for the integrals over r2, r3, and r4 m P(/J.) = 
f R(H)8 [/J. - /J.(H)] dH leads to 

(D.I3) 

Since the mean level spacing L1 becomes 4/.jir, the distribution pes) is given by 

pes) = 32 s2e-4s2 /7f . 
7(2 

(D.I4) 
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This is the Wigner distribution function for the GUE, which is proportional to s2 for 
s « 1. 

Finally, we give the function pes) for the GSE. In this case, each energy level 
must be twofold degenerate (Kramers degeneracy). Thus, in order to examine the 
level spacing, at least a 4 x 4 Hamiltonian matrix should be considered. The general 
form of a 4 x 4 self-dual Hermitian matrix can be written in the form 

( 
rl + r2 0 r3 + ir4 r5 + ir6) 

H = O. rl + ~2 -r5 + ir6 r3 - ir4 , 
r3 - lr4 -r5 - lr6 rl - r2 0 
r5 - ir6 r3 + ir4 0 rl - r2 

(D.IS) 

where rl, r2, ... , r6 are real constants. The distribution function is 

(D.16) 

Two pairs of eigenvalues among four of the Hamiltonian H are twofold degenerate. 
The level spacing between these two pairs is given by 

,1(H) ~ 2 J t,'i (D.17) 

The level-spacing distribution function P(,1) can be calculated from 

(D.I8) 

The integration with respect to r2, r3, ... ,r6 can be performed by the polar coordinate 
transformation 

fIT dri = ~ Jr2 f dr r4 , 

1=2 

and we have 

P(,1) = ~ PI.,14e~i12/2. 3'1; 
Since the mean level spacing of this distribution is 

L1=~ PI. 8'1; , 
the distribution function of s is given by 

pes) = (3~ r s4 exp ( - :; S2) , 

(D.19) 

(D.20) 

This is the Wigner distribution function (9.34) of the GSE, which is proportional to 
s4 for s « 1. 
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