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Introduction

Juval Portugali 

The notion of complex artificial environments (CAE) refers to theories of com-

plexity and self-organization, as well as to artifacts in general, and to artificial en-

vironments, such as cities, in particular. The link between the two, however, is not 

trivial. For one thing, the theories of complexity and self-organization originated 

in the “hard” science and by reference to natural phenomena in physics and biol-

ogy. The study of artifacts, per contra, has traditionally been the business of the 

“soft” disciplines in the humanities and social sciences. The notion of “complex 

artificial environments” thus implies the supposition that the theories of complex-

ity and self-organization, together with the mathematical formalisms and method-

ologies developed for their study, apply beyond the domain of nature. Such a sup-

position raises a whole set of questions relating to the nature of 21st century cities 

and urbanism, to philosophical issues regarding the natural versus the artificial, to 

the methodological legitimacy of interdisciplinary transfer of theories and meth-

odologies and to the implications that entail the use of sophisticated, state-of-the-

art artifacts such as virtual reality (VR) cities and environments. 

The three-day workshop on the study of complex artificial environments that 

took place on the island of San Servolo, Venice, during April 1-3, 2004, was a 

gathering of scholars engaged in the study of the various aspects of CAE. The aim 

was to share experiences and to discuss both the issues noted above, as well as the 

more specific questions concerning the detailed structure of the models used in the 

study of cities, their association with the knowledge about human behavior in 

natural, artificial and virtual environments, as gained in cognitive sciences, and fi-

nally their use as planning tools. Following the workshop in Venice, the partici-

pants elaborated on their contributions and extended them into full-scale papers. 

This book is the outcome. 

The book is divided into five parts. The first deals with general aspects of CAE; 

the second, with specific experiences of laboratories that in the last decade or so 

have specialized in CAE; the third part focuses on cellular automata and agent 

base models, which are currently the main approaches to urban simulation models; 

the fourth deals with cognition related to real, electronic and virtual environments, 

that is, cognitive aspects related to the various urban simulation models, while the 

fifth part concentrates on planning. 

Part I: General aspects of complex artificial environments

The discussion in this section commences with an overview by the editor of this 

book of the scope of complex artificial environments (CAE). The paper identifies 

three major issues that signify CAE of the 21st century: a social change, the es-

sence of which is that cities and urbanism are growing in significance, to the ex-
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tent that one can speak of a second urban revolution; a theoretical change, viewing 

cities as complex, self-organizing, artificial environments and examining the be-

havior of urban agents from the first principles of humans’ cognitive capabilities; 

and finally, there is a methodological change that is revealed in the use of a three-

part general purpose support system – GPSS (Portugali, this volume) as the main 

tool for studying cities as self-organizing complex environments. A typical GPSS 

is composed of agent base (AB) and cellular automata (CA) simulation models, 

standard GIS and advanced virtual reality simulators of the kind described below 

in the papers of Bodum, Portugali and Kwartler.  

The notion of CAE entails a question of definition: What are “artificial envi-

ronments” and how can they be distinguished from their antonym notion “natural 

environments”? The second paper by Hermann Haken treats this issue by looking 

at it from the perspective of pattern recognition by humans and computers. From 

the point of view of pattern recognition, suggests Haken, artificial environments 

appear to be far more regular compared to natural environments. This difference 

shows up very clearly when processes of pattern recognition are implemented by 

the so-called synergetic computer. The paper goes on to discuss the significance of 

semantics in pattern recognition tasks associated with artifacts. It examines lan-

guages as artificial semantic networks and invokes them as a paradigm for a study 

on the semantics of cities. This is done by reference to the basic concepts of syn-

ergetics, such as “order parameter” and the “slaving principle.” 

The most prominent manifestation of humans’ pattern recognition capabilities 

concerns visualization, and each of the three-part GPSS noted above is, to a large 

extent, a visualization device: AB/CA simulation models allow one to define the 

rules of the urban game and then to observe the resultant city as it evolves; GIS 

gives the user the option to map and observe different data configurations, while 

VR models create virtual environments, such as cities, within which one can virtu-

ally walk, drive, fly and see in real time. In the third paper, Michael Batty, Philip 

Steadman and Yichun Xie deal with the emerging role of visualization in the study 

of complex artificial environments. Visualization, they suggest, revolutionizes our 

notion of doing science: The twin goals of parsimony and verifiability that have 

dominated scientific theory since the Enlightenment give way to theories and 

models that “look right,” often irrespective of what the statistics and causal logics 

tell. They then define three forms and purposes of visualization, and illustrate 

them by reference to specific models: pedagogic visualization, which makes 

things explicable, is illustrated by reference to the classical von Thünen model of 

land rent and density; exploratory visualization, which enables one to explore un-

anticipated outcomes is illustrated by the DUEM urban development model and 

predictive visualization, which enables end users such as planners to engage in us-

ing the models for prediction, prescription and control is illustrated by reference to 

a pedestrian model of human movement.  

Complexity theories originated mainly in the natural sciences. Employing and 

applying them to the study and modeling of cities thus implies creating a bridge 

between the natural and social sciences. In her paper, Denise Pumain discusses 

this issue and suggests that this bridging entails an opportunity and a challenge for 

urban modelers. Borrowing concepts and tools from formalized disciplines may 
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help to build more satisfying expressions of urban theories that will lead to a better 

understanding of the abstract processes behind urban dynamics. However, the spe-

cific features of social systems, as well as the urban knowledge accumulated in 

past studies, should not be neglected nor underestimated.  

Part II: Specific experiences 

Part II of the book deals with specific experiences of the laboratories that have 

been specializing in CAE in recent years. Two specific experiences are discussed. 

The first, by Lars Bodum, tells the story of the Centre for 3D GeoInformation es-

tablished at Aalborg University in 2001. The paper focuses on the GRIFINOR, 

which is a general object-oriented system for real-time 3D visualization of geo-

graphically based virtual environments, developed by the Aalborg’s center. The 

author describes this system in its present state, which allows for the generation of 

static physical elements, such as buildings, and also depicts the planned phase that 

will allow visualizing traditional geoinformation, such as socio-economic attribute 

values, on “top” of the virtual environment.  

The second paper of Part II tells the story of ESLab – the environmental simu-

lation laboratory established at Tel Aviv University in January 2001. The paper 

shows how the reality of 21st century urbanism, together with the somewhat ab-

stract notions associated with complexity theory and its methodological tools and 

technologies, take a concrete form in the structure and activities of ESLab. The 

paper illustrates this by describing in some detail the ESLab’s GPSS and its use as 

a planning support system (PSS), community support system (CSS) and research 

support system (RSS).  

Part III: Urban simulation models 

The discussion on urban simulation models starts with two interrelated papers. 

The first, by Paul Torrens, attempts to clarify the confusion associated with the 

current use of cellular automata (CA) and multi-agent systems (MAS). The author 

clarifies the similarities, and specifically the differences, between CA and MAS 

models and shows how confusing between the two may have important implica-

tions on the use of the models as applied tools. The paper then introduces a geo-

graphic automata system (GAS), which provides a spatial framework for urban 

simulation with automata tools. 

The next paper, by Itzhak Benenson, Slava Birfur and Vlad Kharbash, further 

elaborates the GAS paradigm in relation to the latest version of object-base envi-

ronment for urban simulation (OBEUS). The essence of this elaboration concerns 

mainly the treatment of time in models describing collectives of multiple interact-

ing autonomous urban objects. The authors demonstrate how GAS and OBEUS 

can serve as a universal, transferable framework for object-based urban simula-

tion.
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While the focus of the previous AB models was on the movement of urban 

agents into, inside and out of the city, Ferdinando Semboloni’s multi-agent urban 

simulation model, CityDev, looks at the way the internal economic interrelations 

between the agents, goods and markets affects the development of a city. Each 

agent (family, industrial firm, developer, etc.) produces goods by using other 

goods and trades the goods on the city’s markets. When agents produce goods and 

interact in the markets, the urban fabric is built and transformed. Two innovative 

features of the model are the fact that it runs on a 3D spatial pattern organized in 

cubic cells and that it is implemented interactively on the web.  

Roger White’s paper turns the attention from the urban scale that has typified 

the AB/CA models discussed so far to the modeling of land use changes in large 

regions or whole countries. Modeling on such a scale, White argues, can be ap-

proached in two ways: When dealing with urban-centered regions with numerous 

and functionally coherent statistical areas, it is useful to build a combined model 

in which spatial allocation of population and economic activity is handled by a 

spatial interaction model that then drives a CA land use model. But when the areas 

are few and polycentric, an alternative approach is preferable, namely, to treat the 

dynamics at both scales using a single CA.  This approach eliminates “boundary 

effects” and several other problems inherent in the conventional approach. 

Part IV: Cognition and VR 

The issue of cognition has already been featured in most of the topics described so 

far: The cognitive process of pattern recognition by associative memory provided 

the point of departure to Haken’s discussion on natural versus artificial; Batty et 

al’s contribution deals with visualization, which is one of the central themes of 

cognitive science; the SIRN approach to cognitive mapping and urban dynamics 

formed the core of my discussion on the scope of CAE, and was the basis of large 

parts of my description of ESLab's specific experience: InfoCity and CogCity are 

explicit cognitive models. The same holds true to Section III on urban simulation 

models: All such models make implicit and explicit assumptions regarding agents’ 

cognition and behavior. Part IV further elaborates on the issue of cognition of real 

and virtual environments.  

Part IV is composed of six papers dealing with three issues. The first three pa-

pers consider the various cognitive dimensions of AB and CA models. The fol-

lowing two papers deal with the electronic environment of the Internet and with 

cities as VR environments. The last paper examines geographical environments – 

real and virtual – as small world networks. 

The first paper by Theo Arentze and Harry Timmermans makes explicit the 

link between the discussion in Part III and the issue of cognition. Based on re-

search projects conducted in the DDSS research programme at Eindhoven Univer-

sity of Technology, the paper examines five multi-agent models referring to activ-

ity-travel behavior, pedestrian movement, land development, learning and 

adaptive behavior under conditions of uncertainty and information search, and fi-

nally, computational models linking cognition, choice set formation, activity travel 
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behavior and land use dynamics. All these models deal with spatial cognition and 

put special emphasis on learning in relation to complex choice behavior in urban 

environments.   

Modeling of the dynamics of settlements and settlement systems is commonly 

developed at different geographical scales: at the micro-level of single cities, at 

the meso-level of cities and regions and at the macro-level of hierarchical and spa-

tial structures. In her paper, Lena Sanders shows that using a multi-agent system 

(MAS) approach to simulate the various scales raises an ontological question that 

concerns the cognitive status of “agent.” At the micro level of cities, the notion 

agent refers to households or entrepreneurs, and thus makes intuitive sense. But 

what happens when the modeler moves to the meso and macro levels? Can a 

whole city be treated as an agent that takes decisions and executes them?  Refer-

ring to results from SimPop – a MAS model that simulates the emergence and 

evolution of a settlement system in a period of 2000 years – Sanders’ answer is 

yes!

Sylvie Occelli and Giovanni Rabino examine urban modeling from a new per-

spective: They treat each of the various urban simulation models as an action, 

learning and communication (ALC) agent. Each such model/agent is capable of 

performing a certain course of action (permitting a certain learning ability), which, 

because of its cognitive mediating role, communicates with other kinds of agents 

(other models). Each model must, therefore, contain three main components: a 

syntactic component, accounting for the mechanisms underlying the functioning 

of the modeled system; a representational-semantic component, specifying the 

kind of urban descriptions conveyed by the model, and a purposive investigation 

project component, referring to the activity simulated by the model.  

The next paper by Stephen .C. Hirtle shifts the discussion to the issue of navi-

gation – a central theme in the domain of spatial cognition. Humans come to the 

world equipped with spatial information processing capabilities that allow them to 

navigate and perform wayfinding tasks. Such capabilities, suggests Hirtle, might 

become efficient tools to navigate in the electronic environment of the Internet. He 

then presents a tripartite theory of navigation based on cognitive studies of naviga-

tion in physical spaces, and shows its applicability to navigation in VR environ-

ments and in the abstract information spaces of the Internet. 

Software that enables the construction of virtual cities can be regarded as the 

most advanced technological tool currently available for the study of complex arti-

ficial environments. No wonder, therefore, that most studies in this domain tend to 

concentrate on the technological aspects of such models. Itzhak Omer, Ran Gold-

blatt, Karin Talmor and Asaf Roz’s paper discusses spatial orientation and way-

finding difficulties that users experience when navigating in VR cities. Based on 

an empirical study of Tel Aviv residents’ urban image, they introduce a wayfind-

ing support system (WSS) that enhances legibility in the virtual city of Tel Aviv.  

As we have just seen, complex artificial environments such as real and virtual 

cities or the Internet, are commonly described as networks of interacting objects – 

physical objects such as buildings or roads, and human agents meaning individu-

als, firms etc. Small world phenomena refer to the specific nature of networks, 

namely, to networks in which the distance between any two randomly chosen ob-
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jects (e.g. yourself and the president of your country), is about six persons away, 

so called “six degrees of separation.” This, in contrast to regular or random net-

works. In the final paper of this section, Bin Jiang demonstrates how geographic 

environments might be represented as small worlds, and discusses the implications 

thereof, among other things, on various cognitive tasks, such as search and naviga-

tion in real and virtual environments and in the Internet. 

Part V: Planning 

Planning is the domain where complexity and self-organization theories, AB/CA 

simulation models and technologically sophisticated VR environments meet the 

challenges of the real world. Two papers discuss this theory-practice interface. 

The first, by Michael Kwartler, tells the story of the Environmental Simulation 

Center, Ltd. (ESC) in New York, one of the few planning bodies that actually use 

the tools described so far, and one of the even fewer to use these tools for citizens’ 

participation purposes. In his paper, Kwartler examines three projects undertaken 

in the last three years. The case studies demonstrate how to obtain citizen input as 

to their values and group identity through their participation in designing the place 

in which they would like to live. Fully integrating 3D/Geographic Information 

System-based simulations and visualizations into the visioning process makes it 

possible for citizens to better understand their choices at both a policy and experi-

ential level and arrive at a consensus for the future of their communities.  

One of the core assumptions of PSS is that these computer-based systems can 

be applied and found useful in actual planning situations. In the closing paper 

Richard Brail examines the performance of various PSS that have already been 

applied to the practice of planning. His main conclusion is that planning support 

systems have not yet reached their full potential in assisting public sector decision-

making. The reasons vary but the consistent ones seems to be that some of the 

components of PSS, such as the simulation models that require mathematical so-

phistication, are still too abstract and as such offer less concrete application. On 

the other hand, data issues in supporting PSS appear to be manageable. However, 

visualization and VR tools are attracting attention and thus provide a way into 

PSS. As in many other areas, here too, education seems to be the key. 
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Abstract. This paper discusses the social significance, theoretical rationale and meth-
odological and technological characteristics of complex artificial environments of the 21st

century. It starts by identifying a social change, the essence of which is that cities and ur-
banism are growing in significance, to the extent that one can speak of a second urban 
revolution. The paper goes on to explore urban theory and the view that cities are complex, 
self-organizing, artificial environments, and that the theorization of their dynamics should 
start from the first principles of humans’ cognitive capabilities. Finally, the paper considers 
the methodologies of agent base, cellular automata and advanced virtual reality simulators 
as tools for studying cities as self-organizing complex environments.

1. Introduction 

The last decade has witnessed the emergence of laboratories, research centers, 
planning and design organizations, characterized by a configuration that includes 
the following features: a focus on artificial environments, in particular on cities 
and their dynamics; perception and study of cities in terms of theories of complex-
ity and self-organization; use of cellular automata (CA) and agent base (AB) mod-
els to simulate the dynamics of cities; reliance on cognitive models as a source for 
agents’ behavior and decision-making; intensive use of geographical and spatial 
information systems; use of virtual reality (VR) to visualize three dimensional 
(3D) urban environments and to simulate movement in them.  

This paper aims to examine this new configuration – its social significance, 
theoretical rationale and methodological and technological implications. The the-
sis suggested in the discussion below is that this new configuration reflects several 
major changes that characterize 21st century society: First, a social change, the es-
sence of which is that cities and urbanism are becoming especially significant, to 
the extent that one can speak of a second urban revolution. Next, a theoretical 
change emerges in the view that cities are complex, self-organizing, artificial envi-
ronments, and that theorization of their dynamics should commence from the first 
principles of humans’ cognitive capabilities. Finally, there is a methodological 
change that shows up in the prevalence of AB and CA models, as well as ad-
vanced VR simulators, as tools to simulate and study cities as self-organizing 
complex environments. 

2. The second urban revolution 

Cities have existed for more than 5,000 years, so what is suddenly so special about 
them? Let me answer by reference to two studies: One is a seminal paper pub-
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lished in 1950 by Gordon V. Chile entitled “The urban revolution,” and the second 
is a monograph published 20 years later, in 1970, by Henri Lefebvre entitled La 
Révolution Urbaine, (The Urban Revolution). In his paper, Childe suggests re-
garding the first appearance of cities some 5,500 years ago in Mesopotamia as one 
of the most important revolutions in the history of humankind. This view was 
widely accepted, among other things, because cities emerged hand in hand with 
the invention of writing, which, in its turn, marks the transition from prehistory to 
history, and thus what is often called “the rise of civilization.”  

Unlike Childe’s thesis, however, Lefebvre’s was rather surprising, and as a 
consequence, controversial. He suggested that, while cities have existed for more 
than 5,000 years, a genuine urban society is only now emerging; in other words, 
we are on the verge of an urban revolution that is taking place in front of our very 
eyes. Lefebvre published his work in 1970, and at that time his ideas and predic-
tions seemed prophetic and not very realistic. It is of no surprise that they have at-
tracted criticism. The criticism of Lefebvre’s student Castells (1977), in his The 
Urban Question, is probably the most famous. But the interesting part of the story 
is that today, more than 30 years after La Révolution was first published, his pre-
dictions seem to be being realized one by one (Smith, 2003): For the first time in 
human history, the number of people living in cities is reaching 50% of the 
world’s population, cities such as Mexico City, Bombay (Mumbai) and Sao Paolo 
grew from 8.8 million, 6.2 million and 8.3 million respectively in 1970 to over 18 
million, over 16 million and again over 18 million today. We speak today about 
world cities, or global cities, that form the centers for the globalization process; 
but Lefebvre was already writing about world cities in 1970 (according to him the 
term was coined by Mao Tse Tung).   

All the above figures and signs indicate the more fundamental change of the 
urban revolution: According to Lefebvre, its essence is that urbanism is replacing 
industrialization as the dominant force in society. My view is that the essence of 
this change is that urbanism is replacing nationalism as the generative order of 
modern society.  

The notion of generative order is taken from Bohm as an aspect of his theory of 
implicate order (Bohm 1980, Bohm and Hiley 1993), while the view of national-
ism as a generative order, comes from Portugali’s (1993) Implicate Relations.  In-
tuitively, and in the context of society, a generative order can be described as an 
ordering principle, according to which individuals and communities conduct their 
affairs. The notion is close to what in social theory, especially Marxist theory, is 
often called mode of production. It also bears similarities to what in Haken’s 
(1983) synergetic approach to complex systems is termed order parameter (see 
below).  

The notion of generative order is related also to Wirth’s (1938) classic “Urban-
ism as a way of life.” In that paper, Wirth elaborates a theory of urbanism that is 
based on population size, density and heterogeneity as the key determinants of so-
cial and individual life in big cities. But the significance of Wirth’s thesis lies, to 
my mind, in what it  implied: that the specific spatial organization of society is not 
only a product of social, economic or political processes, but a force that can 
shape people’s perception, behavior and action, and by implication their value 
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judgment, ideologies and action. In other words, it can become a generative order. 
It is in this respect that one can say that urbanism as a way of life is replacing na-
tionalism as a way of life.  

The theory put forward in Implicate Relations is that nationalism has become 
the generative order of modernism and modern society in two respects. First, in 
the sense that its information content – the ideology of nationalism – has become 
the only ideology accepted by all otherwise rival positions: socialists, Marxists, 
liberals, capitalists, democrats all conform to the basic principles of nationalism. 
Second, in the sense that throughout most of the 20th century, its material content
– the nation state – emerged as the most dominant and legitimate political struc-
ture.  

 The second urban revolution doesn’t mean the disappearance of nationalism, 
however; it means its urbanization. There are several dimensions to this process: 
First, the decline of the welfare nation-state and the process of privatization that 
accompanies this decline. Second, the concurrent process of the emergence of a 
civil society that takes over many of the past duties and functions of the nationalist 
welfare state. Third, the quantitative growth of cities and urbanism noted above 
entails a new reality in which crucial problems of many (post)modern nations are 
no longer classical national problems (e.g. national self-determination, national 
boundaries and so on), but rather the problems of cities. This is so in a country 
such as France, in which a major threat and challenge to the national identity 
comes not from the outside, from an external nationalist “enemy,” but rather from 
the inside – from the poverty-ridden Islamic quarters of its cities. This also applies 
in the Third World, where the urban questions of poverty, crime, sanitation and 
urban guerrilla warfare in the big cities override the “classical” national questions. 
Fourth is the process of globalization that represses the nation states, on the one 
hand, while making some world cities more dominant than the states within which 
they exist, on the other. Fifth, the events of September 11 and the ensuing wars in 
Afghanistan and the Middle East are tragic indications that the urbanization of na-
tionalism is associated with a parallel process of the urbanization of war. As the 
current events in Iraq show, the “ordinary nationalist war,” by which the American 
army invaded Iraq and conquered it, was only an introduction to the real urban-
global war that followed.   

3. What is a city?  

Everybody knows what a city is. The workshop on which this book is based took 
place in the city of Venice; each of the participants came to Venice from his or her 
home city: Paris, Stuttgart, New York, London, Tel Aviv, Shanghai, etc. But what 
is a city? The history of the many attempts to answer this question is rather con-
fusing: Whenever a definition was proposed, it was always possible to falsify it by 
putting forward cities that do not comply with the definition. In other words, the 
various definitions could never pass Popper’s test of falsification. 
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The main reason for the failure to define cities is that the various attempts to do 
so were always made with reference to what in cognitive science is called classi-
cal categories. That is, groups composed of entities sharing some necessary and 
sufficient conditions that define them as a category and distinguish them from 
other categories. Students of urbanism have implicitly treated cities as classical 
categories, and yet, cities are not classical categories. 

The study of concepts and categories as developed by cognitive scientists in the 
last three decades (Rosch, 1999) shows that one has to distinguish between “clas-
sical categories,” which are sets of instances sharing some necessary and sufficient 
conditions, and sets of instances that form a category due to what Wittgenstein 
(1953) has termed family resemblance. Cities belong to the second group, and as a 
consequence, attempts to define them in terms of a classical category were not 
successful (Portugali, 1999).  

A family resemblance category becomes a category not when its elements share 
some common denominators, but when they form a network of partial links and 
similarities. Further research and experiments into the cognitive dimension of 
categories and categorization have found that many family resemblance categories 
have a core-periphery structure, in the sense that some instances of the category 
are more prototypical of the category than others and they thus form its center 
while the rest of the instances form the category’s periphery (Rosch, ibid; John-
son, 1987; Lakoff, 1987). 

The city is a good example of a family resemblance category with a core pe-
riphery structure. On the one hand, there are no common elements between the 
“first” and “last” city but the name. On the other hand, the first city of some 5,500 
years ago had space-time links and similarities with subsequent cities, which in 
turn had common elements with subsequent cities, and so on until the global city 
of today. The result of this process is that cities form a huge space-time family re-
semblance network extending in time and space from the ancient cities of 5,500 
years ago to the cities of today. In this network, one can identify space-time mo-
ments during which certain cities became more characteristic or prototypical of 
the category than others. Such cities have temporarily captured the center of the 
category city, pushing to the periphery the rest of the instances, only to be re-
placed in subsequent space-time moments by other prototypical cities, other cen-
ters and other peripheries. 

Cities are very large artifacts. As a consequence, in addition to being a member 
in the category “City,” each single city has a category-like structure of itself: Each 
can be described as a network of entities (buildings, parks, roads, humans, cars, 
etc.) loosely connected by partial links and similarities. In each such city network, 
one can further identify elements and entities that are more (proto)typical of the 
entire city than other  entities.  One thus tends to speak of a typical Parisian café or 
a typical New Yorker person or street, and so on. As in the case of regular catego-
ries, here too, the prototypical elements form the center of the image of that city, 
while other elements its periphery. One implication from the above is that many 
cities have fuzzy boundaries, in the sense that their spatial extent is not clearly de-
fined – a property that has immediate implications on the various attempts to 
quantify and model them. 
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4. Self-organization and the city 

How do each single city and the category “city” evolve? The answer suggested in 
Self-Organization and the City (Portugali, 1999) is “by means of self-
organization.” Self-organization is a central property of open and complex sys-
tems. While the concept had already appeared in the 1940s, its modern use was 
pioneered in the 1960s by people such as Haken, (1983) with his theory of syner-
getics, Prigogine with his notion of dissipative structures (Nicolis and Prigogine 
1977) and others (see review in Portugali, 1999, chap. 3.1). Such systems are typi-
cally in “a far from equilibrium condition” and exhibit phenomena of chaos, frac-
tal structure and the like. For a long time, the term “self-organization” was used 
also as an umbrella name for these theories; nowadays, however, the umbrella 
name that is commonly in use is complexity theories.

The notions of self-organization and complexity originated in the sciences, spe-
cifically in physics, as a property of natural systems. But from the start they were 
associated with the artifact city: “An appropriate illustration would be a town that 
can only survive as long as it is a center for inflow of food, fuel … and sends out 
products and wastes.” – So wrote Nicolis and Prigogine (1977, 4) in their intro-
duction to Self-Organization in Nonequilibrium Systems in order to convey to their 
fellow physicists what they mean by “self-organization.”  

Physicists such as Peter Allen (1981) and Weidlich (1999) took this urban ex-
ample seriously and showed that towns and cities are not just metaphors, but genu-
ine self-organizing systems. Allen did so from the perspective of Prigogine’s dis-
sipative structures, while Weidlich from the perspective of Haken’s synergetics. 
Their projects were important in that they demonstrated that the phenomena of 
self-organization and complexity extend beyond the domain of nature into the 
world of the artificial, and thus typify natural and artificial systems alike. They 
also provided a much more general and sound theoretical basis for the study of so-
ciety, cities, urbanism and their dynamics.  

Three and a half decades of intensive research with complex systems have 
shown that these theories indeed apply to natural and artificial complex systems in 
a variety of domains and phenomena, ranging from physics and life sciences to 
human behavior, cognition and society. 

Self-Organization and the City (Portugali, 1999) explores the city as a complex 
self-organized and self-organizing system. It does so from the perspective of 
Haken’s (1983) synergetic theory of complex systems and by means of FACS 
(Free Agents on a Cellular Space) – a family of agent base and cellular automata 
(AB/CA) simulation models specifically designed for this purpose. A discussion 
of AB/AC and FACS simulation models is given in the next section; here the fo-
cus is on synergetics.  

At the core of synergetics is the view that the synergy between the many parts 
of a complex system, driven as it is by an internal or external control parameter,
gives rise to several configurations of movement that enter into a competition. 
This competition is solved by means of the so-called slaving principle – when one 
(or a few) of the competing configurations “wins,” in the sense that it “enslaves” 



14      Juval Portugali 

the other parts of the system into its specific movement. This winning state, 
termed order parameter, can be likened to an attractor that governs the dynamics 
of the system. 

In the case of cities, the “parts” of the system are the many urban agents – indi-
viduals, households, firms, public and private planning agencies and the like. 
Triggered by a certain control parameter – a demographic process, for instance – 
these urban agents enter into intensive synergy and interaction, which give rise to 
an order parameter that enslaves the behavior of the agents. Governed by this or-
der parameter, the city then evolves at a steady state until a new control parameter 
enter the scene, triggers a new urban dynamics, phase transition, a new urban 
steady state, and so on. 

 In Self-Organization and the City, it is shown that this process characterizes 
the dynamics of cities and urbanism at a variety of scales: the slow, five-millennia, 
global process of urbanism and its outcome – the family resemblance nature of the 
category city; the mezzo scale of the faster urban processes that involve changes 
in land-use and socio-economic spatial configurations, as well as the very fast mi-
cro level that refers to the dynamics of the daily routines of cities. In all these 
scales we see the above noted self-organized and organizing evolutionary process 
at work. 

5. The science of cities1

It is common practice to study complex systems, including cities, by means of 
simulation models. In the last decade or so, agent base (AB) and cellular automata 
(CA) models have become very popular devises for this purpose. A typical CA 
model commences with a cellular space in which, from iteration to iteration, the 
properties of each cell are redetermined by reference to the properties of the cell’s 
neighboring cells. AB models add to the picture agents that are assumed to partly 
mimic living entities. For example, our FACS urban simulation models are built as 
a superposition of a CA submodel representing the dynamics of the urban infra-
structure, and a superposition of an AB submodel representing the behavior, 
movement and action of the urban agents (Portugali, 1999).  

There are several reasons why AB and CA models are very attractive tools for 
urban simulation: The fact that, in reality, the properties of many urban objects are 
determined by that object’s relation to its neighbors, as in the original CA models, 
is one reason; simplicity is another. 

 Simplicity allows a scientific approach to the study of cities. It shows up in 
that most, if not all, CA/AB urban simulation models are bottom-up in their struc-
ture – they start with simply behaving agents, in simple local circumstances, that, 
by means of their simple-local interactions, give rise to the global complexity of 
the city. By so doing they follow, albeit implicitly, Simon’s (1969/1999) thesis re-

1 This section is based on Portugali, forthcoming. 
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garding The Sciences of the Artificial. The title of this section rephrases, as one 
can see, the title of Simon’s book. I refer below to the 1999 addition, which takes 
into consideration the notion of complexity. 

In his book, Simon develops an approach that, according to him, can transform 
the study of artifacts from a “soft” hermeneutic study into a “hard” science. His 
starting point is the study of nature as developed in the sciences. What made the 
study of nature scientific, he suggests, is the discovery that very few and simple 
natural laws govern an interaction between simple elementary parts, which then 
give rise to the enormous complexity that we observe in nature.  

Unlike the few and simple natural laws that govern the observed complexity of 
nature, notes Simon, the causes governing the artificial world are, on the face of it, 
complex: humans’ aims, plans, intentions, needs, policies and so on. But this ob-
served complexity, he claims, is only an external appearance of innately simple be-
having entities: Similarly to simple animals, we humans as “behaving systems, are 
quite simple. The apparent complexity of our behavior over time is largely a reflec-
tion of the complexity of the environment in which we find ourselves” (p. 53).

AB/CA urban simulation models are built in line with Simon’s logic. They 
typically start with agents having a few simple aim(s) “in mind.” These agents 
come to the city and enter into a local interaction with a cell, its neighboring cells 
and neighboring agents. This interaction gradually gives rise to an urban system, 
which from iteration to iteration becomes increasingly complex. As the urban en-
vironment becomes more complex, so does the observed behavior of the urban 
agents; but essentially it is not. Complexity is thus a property of the global system 
as a whole, but not of its individual parts. 

The above explanatory model of ”simple cause, complex effect” has a long his-
tory, of course. AB/CA urban simulation models have inherited it from location 
theory and quantitative human geographies of the 1950s and 1960s, which inher-
ited it from neo-classical economic theory, which inherited it from the “sciences” 
as the genuine scientific method. This historical chain gives AB/AC urban simula-
tion models extra theoretical and methodological strength; but there is a catch 
here: Several empirical and theoretical recent studies falsify the above model, and 
by implication Simon’s view (Portugali, 2002, 2004). First, empirical studies show 
that rats’ exploratory behavior, for example, (Golani et al., 1999) is innately com-
plex – a finding that is in line with pragmatist and ecological approaches that cur-
rently dominate the study of brain, cognition and behavior (Gibson, 1979; Free-
man, 1999; Varela et al., 1994 and further bibliography there).  

Second, from Self-Organization and the City it follows that, similarly to lan-
guages (see below) the city is a dual self-organizing system: the city as a whole is 
a complex self-organizing system and each of its parts – the urban agents – is a 
complex self-organizing system too. This property reflects a fundamental differ-
ence between complex and simple systems in the domains of life and society: The 
initial conditions of simple systems are relatively few independent parts within a 
system that is itself isolated from its environment, while those of complex systems 
are relatively large number of complex interacting parts, linked by a complex net-
work of feedback and feedforward loops, within a system that is open to, and thus 
part of, its environment. 
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Third, the conventional “simple cause, complex effect” scientific method col-
lapses in the case of cities for yet another reason. A central property of complex 
systems is the process of circular causality that typifies also the dynamics of cit-
ies: The interaction between the local/micro urban agents gives rise to the global 
structure of the city, which in turn feeds back and prescribes the behavior, interac-
tion and action of the agents, and so on. AB/CA urban simulation models are ex-
cellent tools to simulate the first part of this loop – the way local interactions give 
rise to a global structure – but they fail to describe the second, feedback part of the 
loop.  

Fourth, AB and AC models were originally designed for systems whose parts 
are simple and local. The human agents that form the parts of a city are complex 
and global. Complex, in the sense noted above that every individual agent is itself 
a self-organizing complex system, and global, in that human agents have the cog-
nitive capability to construct what might be called c- and s-cognitive maps, that is, 
conceptual and specific cognitive maps that refer to the global structure of the city. 
The outcome of this is that agents never act in the city tabula rasa (Portugali, 
2004). The notion of SIRN introduced next is an attempt to take these properties 
into consideration.   

6. SIRN cities 

SIRN (Synergetic Inter-Representation Networks) is a theory that attempts to cap-
ture the process of the production of artifacts, and for two complementary pur-
poses (Haken, 1996; Portugali, 1996; Haken and Portugali, 1996; Portugali, 2002): 
One, in order to understand cognitive processes in general and their role in the dy-
namics of cities and similar artifacts, in particular. Two, to understand the produc-
tion and evolution of artifacts – small ones, such as laptops, and big, such as cities, 
metropolitan complexes and other artificial environments. 

The notion SIRN is a composition of two terms: synergetics, which, as intro-
duced above is the name assigned by Haken (1983) to his theory of complex, self-
organizing systems, and IRN (inter-representation networks), which is an approach 
to cognitive geography (Portugali, 1996) suggesting that the production of arti-
facts plays a central role in the very process of cognition. The commonly held 
view in cognitive science is that artifacts are products of specific cognitive proc-
esses. To this view, IRN adds that in many cases the cognitive process doesn’t end 
at this stage; rather it continues and has feedback effects, the essence of which is 
that artifacts function as an extension of the mind, and thus can be regarded as an 
integrative element in the very cognitive system.  

Three decades of research on the synergetics of brain functioning and cognition 
(Haken, 1991/2004, 1996 and further bibliography there) have established the 
view that processes of cognition evolve as complex self-organized systems. Ac-
cording to SIRN, which combines synergetics with IRN, in many cognitive proc-
esses, some of a system’s parts emerge as internally represented brain construc-
tions, while others as externally represented artifacts. The interaction between the 
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internal and external parts of such systems gives rise to order parameters that en-
slave the other parts and so on. 

The cognitive validity of the SIRN model was discussed and exemplified in 
some detail in previous studies (Haken and Portugali, 1996; Portugali, 1996, 2002, 
2004; see also Kitchin and Blades, 2002). Here it is of interest to note that the ur-
ban simulation model CogCity (Portugali, this volume) is built in line with the 
SIRN logic. It starts with agents that come to a city with an image of a city in 
mind – this image is termed conceptual or c-cognitive map. With this image in 
mind they observe the externally represented information afforded by the city. The 
interaction between these internal and external forms of information gives rise to 
the specific, that is, s-cognitive map according to which the agent then takes loca-
tion decisions and action in the city. The latter action entails some changes in the 
city and in the information it affords to the next agent and so on in a process of 
circular causality. 

The SIRN view comes close to the notion of situated cognition, which is cur-
rently dominant in the domains of cognition, AI and A-life (Clancey, 1997). Situ-
ated cognition emphasizes and elaborates on the active role played by context and 
environment in the overall process of cognition. SIRN accepts the situated cogni-
tion view but focuses its attention on the dual nature of artifacts, that is, on the in-
terplay and circular causality between artifacts as the products of cognitive proc-
esses and artifacts as elements of cognitive systems. 

According to SIRN, artifacts as elements of the cognitive system can take two 
basic forms: bodily artifacts and stand-alone artifacts. An utterance or a dance per-
formed by a person is an example of bodily artifacts, while a sculpture, a painting, 
a map, a plan or text are stand-alone artifacts. All such artifacts come into being 
by means of the SIRN play between internal and external representations. SIRN 
further makes a distinction between intra-personal cognitive processes, for which 
the above artifacts are typical examples, and collective inter-personal SIRN proc-
esses. Every human language is an example of a bodily collective, inter-personal 
artifact, while a city is a typical example of a stand-alone, collective, inter-
personal artifact. 

7. On cities and languages  

In Knowledge of Language: Its nature, origin and use, Chomsky (1983) makes a 
distinction between external and internal languages (E- vs. I-languages respec-
tively). E-languages are the spoken languages (Hebrew, English, French, Chinese, 
etc.), while I-language is the innate universal language with which, according to 
Chomsky, every human being comes to the world, and by means of which he or 
she acquires specific E-languages. Evaluating these two concepts of language 
from his cognitive scientific approach to the study of language he writes the fol-
lowing: 
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The notion of E-language has no place in this picture. There is no issue 
of correctness with regard to E-languages, however characterized, be-
cause E-languages are mere artifacts. . . the concept appears to play no 
role in the theory of language. . . The technical concept of E-language is 
a dubious one in at least two respects. In the first place ... languages in 
this sense are not real-world objects but are artificial, somewhat arbi-
trary, and perhaps not very interesting constructs. In contrast ... state-
ments about I-language ... are true or false statements about something 
real and definite, about actual states of the mind/brain and their com-
ponents ... (p. 1986, 26-7, italics added). 

Chomsky here suggests that E-languages are artifacts and therefore “somewhat 
arbitrary, and perhaps not very interesting constructs.” I agree with the first part of 
his suggestion, namely, that languages are artifacts; but I disagree with the second 
– that they are “not very interesting constructs” – not only because artifacts, in 
general, and the artifact  “city” in particular, form our topic of interest in this 
book, but because, the association between Chomsky’s theory of language and the 
study of cities has already produced some interesting results. Another reason is 
that very much like cities, the artifacts E-languages are complex systems. Let us 
start with the first reason. 

Possible links between Chomsky’s theory of language and urban theory have 
already attracted students of cities. Two prominent examples are Hillier’s space 
syntax (Hillier and Hanson, 1984; Hillier, 1996) and Alexander’s pattern language 
(Alexander et al., 1977). Both employ the association to language to shed light on 
the nature of artificial environments: “In natural languages,” write Hillier and 
Hanson (1984, p.50) “… a syntactically well-formed sentence permits meaning to 
exist, but neither specifies it nor guarantees it. In a morphic [architectural] lan-
guage … a syntactically well-formed sentence … guarantees and … specifies … 
the meaning of a pattern.” Hillier and Hanson further suggests three sets of laws, 
according to which artificial environments such as cities evolve: Laws regarding 
the relations between spatial objects, “laws from society to space” and “laws from 
space to society” (Hillier and Hanson, ibid).  

Alexander (1979, 49-50) makes the link to Chomsky’s theory of language even 
more explicit. The patterns of doors, buildings, neighborhoods and whole cities, 
he writes, are natural entities that are “actually there in peoples’ heads and are re-
sponsible for the way the environment gets its structure.” And in an interview with 
Grabow (1983, 184-5), Alexander emphasizes the difference between “his” pat-
tern language and Chomsky’s language: A natural spoken language … has a set of 
elements (words), a set of rules defining the possible relations between words and 
“the complex network of semantic connections, which defines each word in terms 
of other words.” The pattern language of artificial environments is still more com-
plex in the sense that “each pattern is also a rule which describes the possible ar-
rangements of the elements – themselves again other patterns.”  

The second reason, as noted, is that cities and languages are complex systems. 
Chomsky’s conceptualization of I- and E-languages is founded on the distinction 
between the “natural” and the “artificial” discussed above – in his words: between 
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“real-world objects” and “artifacts.” I-Language, claims Chomsky, is a natural, 
real-world object and thus lent itself to scientific inquiry, while E-Languages are 
artifacts, and as a consequence their study must take place outside the realm of the 
sciences (probably in the Humanities and other hermeneutic, non-scientific disci-
plines). This view of Chomsky echoes, of course, Snow’s (1964) thesis that the 
“sciences” and the “humanities” form two unbridgeable scientific cultures and is 
related to our discussion above regarding “the science of cities.”  

The interesting discovery stemming from the various theories of complex sys-
tems is that, as we’ve seen above, they apply to natural and artificial systems 
alike. Not because natural and artificial systems are identical, but because, despite 
the genuine differences that exist between them (Haken, this volume), they share 
the property of complexity. E-languages and cities are thus similar to each other in 
that both are complex self-organizing systems; both are open to their environment, 
both have emerged as highly ordered systems out of a spontaneous complex inter-
action between a huge number of human agents and as complex systems both lent 
themselves to scientific inquiry – just like I-language.  

Cities and languages as complex systems resemble each other in yet another 
way: both are dual complex systems. This is because the elementary parts of both 
are human agents and because each agent is itself a complex system. Histori-
cally, complexity theory was developed in light of phenomena in physics, such 
as the Bénard experiment, which acted as paradigmatic case studies. In the Bé-
nard experiment, for example, the local parts are simple entities (atoms, mole-
cules etc.) and complexity is the property of the emerging global system. Fur-
thermore, complexity theory’s main focus of interest has always been in the 
processes of emergence that take place in the global system. As a consequence, 
only little attention was paid to the intricacies of the circular causality phenome-
non that typifies complex systems. Namely, to the way emerging properties in 
the global system react and trigger changes in each of the local parts. The main 
exception here is Haken’s (1983) notion of the slaving principle, which is central 
to his theory of synergetics. 

Haken and co-workers have studied processes of slaving that typify individual 
agents – with respect to pattern recognition and planning, for example (Haken, 
1996, 1998), and also processes of slaving that are typical of whole cities and so-
cieties (Haken and Portugali, 1995, Weidlich, 1999). The challenge is to combine 
the two processes and theorize about them as two facets of a single system. The 
notion of SIRN introduced above is an attempt to meet this challenge. 

But cities are not languages. For one thing, their products are stand-alone ob-
jects such as buildings, roads, bridges, etc. that can exist and survive independ-
ently of their producers. The products of languages are humans’ voices and ges-
tures that have no existence independent of their producers. Cities, in this respect, 
are akin to writing and texts – the external, stand-alone, representations of lan-
guages. The appearance of cities, some 5,500 years ago, hand in hand with writ-
ing, is, to my mind, not accidental. 

A second difference concerns planning. To the best of my knowledge, there are 
no language planners (the attempt to “plan” the international language of Espe-
ranto ended in failure), but there are many city planners; some of them contributed 
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to this book. Moreover, unlike language, the city is full of planners and planning: 
professional planners and official/formal plans as well as non-professional and 
non-official planners and plans. Every agent operating in the city (person, family, 
company) is a planner on a certain level. But not one of the many planners can 
fully determine the final form and structure of the city. They are all participants in 
a big city-planning game (Portugali, 1999, Part III).  

8. Forms of planning 

One outcome from the above is a distinction between top-down, global planning
versus bottom-up, local planning. The first refers to a planning process imple-
mented by professionals – city planners, architects, engineers, etc. – while the sec-
ond to planning as a basic human capability (Das et al., 1996).  

There are two aspects to the above distinction. One that concerns the similari-
ties, differences and links between local and global planning, while a second con-
cerns the way local planning participates in the overall process of urban dynamics. 
The first aspect relates to the general process of specialization and division of la-
bor by which general human capabilities become professions. The second aspect 
relates to the nature of the city as an open, complex and self-organizing system.  
Due to the non-linearity inherent in the behavior of such systems, there is always a 
possibility that local plans will be as effective as, or even more effective than, 
global plans in determining the city. A case in point is the cityscape of Tel Aviv. 

From its early days the city of Tel Aviv has been a city of many balconies. 
People used to spend long hours sitting on their balconies, especially on summer 
evenings and nights. One day, probably at the end 1950s, a resident of Tel Aviv 
decided to enlarge his/her apartment by closing the balcony and making it a “half-
room.” He/she made a small plan, hired a builder and implemented the plan. One 
of the neighbors saw this was a good idea and did the same. A process of innova-
tion diffusion (very much in line with Hägerstand’s theory) started and before long 
the vast majority of balconies in the country as a whole was closed. At this stage, 
the municipalities decided to intervene and started to tax all balconies as if they 
are a regular room. In response, developers started to build buildings with closed 
balconies. For several years no balconies were built in Tel Aviv and other Israeli 
cities. But then, with the arrival of postmodern architecture, balconies became 
fashionable and architects started to apply for permits to build balconies – not to 
sit on them, as in the past, but as a decorative element. Equipped with their past 
planning experience and the wish not to lag behind the advancing (post)modern 
style, the city planners gave architects and developers permits to build open bal-
conies but in a way that would not allow them to be closed as in the past. The re-
sult is the “jumping balconies” so typical nowadays in Israel’s urban landscape.   

A comparative empirical study on “urban pattern recognition,” which took 
place in the early 1990s at Tel Aviv University and involved cities from Europe, 
America and East Asia, found that the most prototypical architectural patterns in 
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the cityscape of Israel are one: the closed balcony, and two: the jumping balcony 
(Reuven-Zafrir, not published). 

The co-existence of global and local forms of planning sheds new light on the 
notion of public participation in planning. The latter is based on an implicit as-
sumption that there exists only one form of planning – global planning, and, as a 
consequence, on a sharp dichotomy between the planners and the planned. Public 
participation is the outcome of a common view among planners that in order for 
planning to be more democratic and just, planners have to give more say to the 
public, above and beyond the say given them via the standard political process.  

The fact that global and local planning co-exist and interact in the dynamics of 
cities, and that in many cases local planning can be more dominant and effective 
in the overall urban process than global planning, implies that it must be perceived 
not as a reactive force, but an important source for planning ideas and initiatives. 
The role of public participation and planning democracy are thus not just to be 
more generous to the people affected by the planning, but also to allow the huge 
amount of planning energy to go bottom-up. 

The second outcome of the above is a distinction between two forms of global 
planning: mechanistic or engineered or entropic planning versus self-organized 
planning. The first refers to a relatively simple “closed system” planning process, 
closed in the sense that it is, or rather should be, fully controlled. The second re-
fers to a relatively complex “open system” planning process, which like other 
open and complex systems exhibits phenomena of non-linearity, chaos, bifurca-
tion and self-organization. The planning of a bridge or a building is an example of 
the first form of planning, while city planning is an example of the second.  

Once the planning of a building or bridge or any other engineered object is 
completed and implemented, their fate is predictable:  Due to natural and artificial 
processes of decay and deterioration, they will eventually disintegrate, that is to 
say, they will reach a state of maximum entropy. However, once a city plan is 
completed and implemented, the story just starts – it triggers a complex and un-
predictable dynamics that no one fully controls. This is true with respect to master 
plans, development plans and other forms of large-scale city planning, but it is 
also true for the global effect and role of small-scale plans implemented in the 
city: the effect of a new building or a bridge on the urban system as a whole is nei-
ther predictable nor controllable. Similarly to large-scale plans, they become par-
ticipants in the urban self-organized planning game.   

9. PSS – Planning Support Systems 

AB/CA urban simulation models, which, as noted above, have become standard 
tools for simulating cities as complex self-organizing systems, are currently being 
proposed as the engines of Planning Support Systems (PSS) – the state-of-the-art 
planning tools that make use of the most advanced technologies currently avail-
able (Brail and Klosterman, 2001; Brail, this volume). A standard PSS is a three-
part system composed of a set of simulation models (usually AB/CA), a Geo-
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graphical Information System (GIS) and a set of 2D, 3D and VR visualization de-
vices. The AB/CA simulation models are assumed to enable the planners to simu-
late future scenarios representing current trends, and also to envision the impact of 
various plans and policies; the GIS provides the data base for such scenarios, 
while the visualization systems provide the means to see the results at a high level 
of realism. As elaborated by Batty (this volume), visualization is gradually becom-
ing a major analytical tool and evaluation device. 

The enthusiasm currently surrounding PSS is reminiscent of the excitement that 
followed the appearance in the 1950s and 1960s of the rational comprehensive 
planning and its arsenal of quantitative planning tools. “This is an exciting time 
for simulation modeling and visualization tools in planning and public policy,” 
writes Brail (this volume) and continues: “Planning support systems (PSS) have 
moved from concept to application. Is this future so bright … ?”  

10. Planning and the Prediction Paradox 

AB and CA simulation models are becoming common tools in the context of 
planning as a means to predict future scenarios. This is their main role in the con-
text of PSS, as we have just seen. But there is a problem here that can be described 
as the prediction paradox of self-organizing systems, in general, and of cities in 
particular. There are three interrelated facets for this paradox. First, the nonlineari-
ties that typify cities imply that one cannot establish predictive cause-effect rela-
tionships between some of the variables. Second, many of the triggers for change 
in complex systems have the nature of mutations (Allen and Strathern, 2004). As 
such, they are unpredictable, not because of lack of data, but because of their very 
nature. Third, unlike closed systems, in complex systems, the observer, with his 
actions and predictions, is part of the system – a point made by Junsch (1975, 
1981) more than two decades ago and largely ignored since then. In such a situa-
tion, predictions are essentially feed-forward loops in the system, important fac-
tors that affect the system and its future evolution with some interesting implica-
tions that include self-fulfilling and self-falsifying or self-defeating predictions. 

The notion of self-fulfilling prediction is well recorded. A familiar example 
may start with a prediction that a given bank is about to face financial difficulties. 
Following this prediction, customers withdraw their money from the bank, which 
then indeed does face financial difficulties, as predicted. Self-falsifying or self-
defeating predictions are less familiar. They refer to a situation by which a good 
prediction leads to its negation. A hypothetical case of self-falsifying prediction 
might arise if at 8 am all drivers hear in the radio that at 9 there is going to be a 
major traffic jam at a certain junction. If they trust the prediction, they avoid the 
junction and as a result there is no traffic jam.   

A real case of self-falsifying prediction followed the immigration wave from 
the former Soviet Union to Israel in the early 1990s. The prediction of profes-
sional planners was that Israel was approaching a housing shortage and that the 
government should therefore purchase a large number of mobile houses and locate 
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them on the outskirts of towns and cities. The implementation of this policy ended 
in failure due to spontaneous initiatives by a large number of individuals (latent 
planners), who, as a consequence of the predicted shortage and the prospect of 
making money, transformed existing non-residential buildings into residential 
ones.  

This they did mainly in city centers, which, from the point of view of new-
comers, are the most attractive places. The outcome was that the vast majority of 
apartments prepared by the latent planners were rented, while many of the mobile 
houses prepared by the government’s planning bodied were left unwanted and un-
occupied (Alfasi and Portugali, 2004).   

On the face of it, a possible solution to the prediction paradox would be to 
make a second prediction that takes the first one into consideration. But this will 
entail the same result and so on in succession until infinity. 

The way to untangle this paradox is to be aware of the fact that “the map is not 
the territory,” that is, that our models are not one-to-one representations of reality 
but tools that allow us to study some aspects of it. Such tools cannot predict muta-
tions or other “unpredictable events.” What they can do is give us some indica-
tions as to the probabilities of the city evolving along certain courses if its current 
structure remains the same. Given the fact that once self-organized, cities tend to 
be rather stable systems, such information is significant to the various urban 
agents acting in the city as top-down professional or bottom-up latent planners.  

11. Three-dimensional urban simulation models 

The city is a 3-dimensional (3D) spatial structure (to which one might add a multi-
dimensional socio-spatial structure). And yet, similarly to urban studies in general, 
the vast majority of urban simulation models are 2-dimensional (2D) in their struc-
ture and logic. Certainly, there are several good reasons for this tendency: First, 
the third dimension of cities is negligible compared to their first two dimensions. 
Second and related to the above, perceptually speaking, humans have a strong ten-
dency to perceive the city 2-dimensionally. Third, and also related to the above, 
similarly to perception, theorization is essentially a process of interpretation and, 
as such, involves some form of generalization and information compression. 

However, the two-dimensionality of urban theory and modeling has its draw-
backs. First, cities are 3D structures, and by ignoring this in our modeling, we ig-
nore an important aspect of the urban dynamics. Second, via the process of plan-
ning, this tendency feeds back on the very structure of cities: plans that are 2-
dimensional in their structure, like many if not most urban plans, tend to entail 2D 
solutions (e.g. zoning) and as a consequence to produce 2-dimenasional real cities, 
that is, flatcities – a term that echoes flatland – Abbot’s beautiful little book from 
the 1880s.   This outcome has been specifically damaging in US cities – as was 
shown with great talent already in 1961 by Jean Jacobs in her classical criticism 
on urban theory and planning – The Death and Life of Great American Cities.
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Third, the recent wave of urbanism that is strongly related to globalization and 
to the very rapid processes of urban growth and spread that typify cities around the 
world, is associated also with a tendency to go up: the number of high-rises in cit-
ies is increasing, their height is increasing and with them there emerges a whole 
complexity of urban processes that takes place in the third dimension of buildings 
and cities. In this new urban reality a 50-story building with some 250 units 
(apartments, offices, etc.) is already a kind of 3D neighborhood. An agent’s loca-
tion decision, in such circumstances, might be influenced more by who lives in the 
building as a neighborhood, on top, below and around, than by the properties of its 
neighboring buildings (as is common in 2D urban simulation models). Further-
more, the variability within such buildings in terms of property value, rent and 
land-use, might be of great significance, to the extent that describing them as 
“mixed land-use” (as is common in 2D land-use plans) is no longer sufficient. The 
three-dimensional urban simulation models – Semboloni’s (this volume) CityDev 
and Portugali’s (this volume) 3Dcity – are attempts to respond to this need. 

12. VR Cities 

The basic proposition of SIRN is that the cognitive system as a complex system 
must be distinguished from the brain as a complex system in that, unlike the brain, 
the cognitive system can include artifacts in the world. Such artifacts therefore be-
come extensions of the mind. A city map, for instance, can be regarded as an ex-
ternal representation of a city, as perceived by a person or a group of persons, and 
as such participate in a SIRN process of city building. One can say that modern 
VR technologies are of this nature too: they are artifacts, and as such, are an ex-
ternal representations and extensions of the mind, like maps.  

But VR cities are external representations in a very special way: Unlike maps 
that are essentially interpretive tools as they conceptualize the city and thus com-
press information, VR cities do not necessarily conceptualize the city nor com-
press information, and thus do not necessarily help interpret the city. Their quest 
for high realism in many cases entails a VR city that is as complex and unclear as 
the real city from which it was derived and in several ways even more complex, 
problematic and unclear than the original. This shows up very clearly in the ex-
perience of real-time navigation in a VR city: since there is no gravitation here, 
one very often literally “loses ground.” One solution for this is to add to the sys-
tem “VR gravitation” that will limit the movement to the required mode (pedes-
trian, driver, flight and so on) and in this way will partly overcome the situation of 
zero gravitation. However, this implies limiting the potential of the VR city. One 
can thus think of the V-city as a world in itself, or as an extension of the real city; 
that the more it will be in use, the more it will require exploration of its specific 
properties and experiences. 

The above somewhat philosophical considerations have immediate implications 
on the next generation of urban simulation models and city planning tools. Al-
ready, VR technologies form the major visualization component in standard PSS 
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(see the articles of Batty, Bodum, Portugali, Kwartler and Brail in this volume) 
and as indicated above and to be illustrated in more detail below (Portugali, this 
volume), they allow the development of genuine 3D urban simulation models.    

13. Concluding notes 

According to Lefebvre, we are witnessing the first genuine urban revolution in 
human history. The essence of this revolution, according to him, is that urbanism 
is replacing industrialization as the dominant force in society. The view in this pa-
per is that we are witnessing the second urban revolution and that the essence of 
this change is that urbanism is replacing nationalism as the generative order of 
modern society. Nationalism does not disappear, but becomes urbanized and thus 
loses its primacy and dominancy as a generative order.  

The increasing significance of cities and urbanism in modern life raises the old 
question of “What is a city?” What has been suggested above is that the appropri-
ate place to search for an answer is the discourse on concepts and categories as 
developed in the last two decades within cognitive science. Examined from this 
perspective, the city appears as a non-classical, space-time family resemblance 
category and concept, a collective artifact and a self-organizing system. 

The specific point of view of cognitive science, to my mind, is also the key to 
understanding the very dynamics of cities. We have tried to capture this by the no-
tion of SIRN (Synergetic Inter-Representation Networks). According to SIRN, the 
dynamics of cities can be described as a synergetic self-organization process that 
involves interplay between internal representations created in the minds of urban 
agents and the city as an externally represented product of their behavior and ac-
tion in the city.

On the face of it, perceiving cities as complex self-organizing systems entails 
doubts regarding the very rationale for planning: If cities organize themselves, 
planning becomes superfluous. The discussion above shows the exact opposite, 
however: Approaching the city as a complex system enriches our view of planning 
in that it gives rise to several new planning forms. In the discussion above, we ex-
amined global vs. local planning, entropic vs. self-organized global planning, lin-
ear vs. non-linear local planning and authoritative vs. democratic planning. 

AB and CA simulation models have become common tools in the study of self-
organizing systems, in general, and cities, in particular. In the above discussion, it 
was further noted that while AB and CA models are good urban simulators, they 
need further development in order to adapt to the specific peculiarities of cities.   
Namely, to the fact that cities are dual self-organizing systems, in that the agents 
that form their elementary parts are themselves complex systems. As suggested by 
SIRN, urban agents are complex, among other things, in the sense that the cogni-
tive system is a complex system that in many tasks extends beyond the brain to in-
clude stand-alone objects in the environment.  The construction of cognitive maps 
by urban agents is one such task. As shown elsewhere (Portugali, 2004), and be-
low (Portugali, this volume) the cognitive mapping capability of urban agents im-
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plies that AB and CA urban simulation models should be adapted to allow top-
down decision and action processes on the part of urban agents. 

One aspect of the second urban revolution noted above concerns the third di-
mension of cities. Cities are not only becoming larger than ever before, but also 
higher. So far, most urban theory and urban simulation models have been 2-
dimensional in their treatment of cities. The result has been “flatcities.” In the 
past, this 2D approach was fully justified by the need for abstraction and informa-
tion reduction; today, in light of the new urban wave, it becomes problematic and 
questionable. What we see today, therefore, in urban theory and urban simulation 
modeling, is a tension between flatcities and 3Dcities: between the need for ab-
straction and information reduction and the growing importance of the third di-
mension of cities.  

Another tension concerns the new VR technologies that enable us to produce 
virtual urban objects, small objects such as buildings, roads and bridges, and large 
ones such as neighborhoods and whole cities. But what exactly are these new VR 
cities? Are they ordinary artifacts? Are they representations of real cities that, like 
maps, enable us to better understand cities? Are they a new kind of artifact – inde-
pendent virtual worlds that are as complex as ordinary artificial cities? Can they 
be integrated with ordinary artifacts and function as extensions and components of 
real cities? 

These questions, in particular the ones concerning the new tools that enable high 
realism, bring to mind two pieces of work that, while originally produced independ-
ent of each other, together nicely conclude what has been said above. The first is 
Jorge Luis Borges’ beautiful story about “precision in science” in his The Garden of
Forking Paths and the second, McLuhan and Fiore’s (1967) little book The Medium
is the Massage. Here is Borges’ short story Precision in Science in full.2

…. In that empire, the art of mapmaking has reached such perfection 
that the map of one region was as big as a whole city while that of the 
empire big as the whole region. But these huge maps still did not sat-
isfy people. Mapmakers then started to prepare a map of the empire 
on a 1:1 scale with the empire itself and identical to every element in 
it. Later generations thought that this huge map was superfluous and 
abandoned it to the cruelty of the hot sun and cold winters. In the 
western desert, one can still find a few fragments of that map, together 
with wild animals and beggars. In the country as a whole, however, 
no remains were left from the art of mapmaking. (From Suares 
Miranda’s Travels of the Heroes, book four, Chap. 45, Larida 1658).   

The question this little story poses is this: To what extent does the new media 
introduced in this book – simulation models, GIS, 2D and 3D visualizations and 
the PSS as a whole – enable a deeper insight into, and a better interpretation of, 

2 This is my personal translation from the Hebrew version. The discussion from this point 
onwards is partly based on Portugali, 2002a. 
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the world in which we live and intend to plan, and to what extent does their ultra-
realism and sophistication obscure reality by leaving no room for imagination and 
as a consequence interpretation? The answer to the question can be found in 
McLuhan and Fiore’s book: 

Societies have always been shaped more by the nature of the media by 
which men communicate than by the content of the communication.

The new media we are discussing and developing do not necessarily provide 
society with a clearer and more accessible description of the world. Rather, the 
new media create a new virtual world, several parts of which are complicated or 
even obscured for the non-expert, while others are yet unknown and unfamiliar.  

The new media we are developing and discussing are essentially models. Every 
model is, implicitly or explicitly, a statement or a theory about the dynamics of 
cities, regions or environments. And the question of whether the theory, and by 
implication the model, is true or false is not automatically related to the sophistica-
tion, beauty or realism of the model. A model might be a beautiful mathematical 
construction and still false. It might be visually realistic and even correspond 
nicely to quantitative data and still be a false representation of the forces that 
shape reality. One of the principles of model building is that the more parameters 
you add to your model, the less you understand what your model is actually doing 
and why. The catch is, however, that since a good (controllable and thus under-
standable) simulation model should be based on as few parameters as possible, it 
often happens that different sets of parameters (social, economic, cultural, cogni-
tive etc.) give rise to the very same urban or environmental scenario. Hence, the 
answer to the question “Which set of parameters is appropriate?” stands outside 
the model itself – exactly as the theory behind the model. Given this nature of ur-
ban simulation models, the ambition to make them a standard tool at the hands of 
researchers, planners and users who are not experts in the inner structure of the 
simulation models is problematic, to say the least. 

As noted at the opening of this paper, today we are witnessing the emergence of a 
fascinating new domain of research that attempts to integrate several high-tech me-
dia hitherto developed in relative autonomy. On the one hand, the attraction and 
fascination of this new medium results from its foreseeable promise: the integration 
of the various media (GIS, simulation, visualization, etc.) has the potential to create 
a new medium stronger than the sum of its individual components. On the other 
hand, it is attractive and fascinating precisely because of its unforeseeable proper-
ties – the fact that we are entering a new domain with new properties and rules is as-
sociated with curiosity and motivation to enter and study this new domain. As testi-
fied by this workshop and book, scientists and planners are already studying this 
new domain. At the moment, however, the number of people engaged in its study is 
relatively small and thereby so is the direct impact of this study on planning and so-
ciety. What will be its fate in the future? Will it continue to be closed in experts’ 
ivory towers or will it overflow to society at large to play a role in the larger scale 
processes of globalization and urbanization? It remains to be seen. 
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Recognition of Natural and Artificial 
Environments by Computers: Commonalities and 
Differences 

Hermann Haken 

Abstract. In this paper I point at specific differences between natural and artificial envi-
ronments with respect to recognition procedures by computers. In general the artificial en-
vironment appears far more regular than the natural environment. Basic computer proce-
dures for pattern recognition are outlined. Special emphasis is laid on the semantics of a 
city where the study of languages as semantic networks is invoked as a paradigm where ba-
sic concepts of synergetics such as order parameters and the slaving principle are used.

1. Use of Computers

As it is witnessed by the various papers in this book, computers are more and 
more used in modeling and recognition in all sorts of problems of geography. 
Quite often modeling is based on cellular automata or multi-agent systems. In my 
paper I will be primarily concerned with recognition, though, of course, feedback 
effects between modeling and recognition must be taken into account also. More 
precisely, I will deal with pattern recognition.  

One of the most interesting aspects of the world is that it can be con-
sidered to be made up of patterns. A pattern is essentially an arrange-
ment. It is characterized by the order of the elements of which it is made 
rather than by the intrinsic nature of these elements. 

Norbert Wiener 

In general, each individual element of a pattern is itself a pattern, that is, an ar-
rangement of still smaller elements and so on. Thus, we will have to consider also 
hierarchies of patterns. A standard approach to pattern recognition consists in us-
ing the concept of an associative memory. A simple example is provided by a 
telephone book. When we look up the name of a person it tells us his or her tele-
phone number. Another example is provided by meeting a person where we want 
to associate a name with his or her face. Thus an associative memory is a comple-
tion of an incomplete set of data. From this follow, at least in principle, two basic 
tasks: The task of learning, the aim of which is to collect sets of complete data and 
the task of recognition which is a process of data completion. The recognition may 
be done by looking up tables (e.g. by humans or search machines) or by dynamical 
(synergetic) systems (e.g. human brains, neural networks, synergetic computers). 
Actually, and ultimately, all mentioned processes must be realized by a dynamical 
system (including the brain!), provided we are looking at the fundamental level. 
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When applying pattern recognition we may have different objectives in mind as is 
listed in the following Table 1. Please note that “pattern” can refer to quite ab-
stract relations. 

Table 1 some objectives of pattern recognition

In order to get some insight into what computers can do, we need to discuss, at 
least superficially, how computers for pattern recognition work. 

2. Typical computer procedures 

Let me remind the reader of typical computer procedures to deal with associative 
memory. Usually a pattern, for instance in the form of a picture, is decomposed 
into its pixels. This ”test pattern” may be incomplete or deformed, etc. It is then to 
be compared with stored “prototype patterns”. An example is provided by face 
recognition (Fig.1). The data set of prototypes comprises faces with their names  
(Haken, 2004a).  

Fig. 1. Prototype patterns (faces with letters encoding for family names)

The prototype to be stored depends on the recognition purpose. In the case of 
Figure 1, for example, it is sufficient to store only the front view;  for other tasks, 
other views must be stored also. The prototype patterns serve so-to-speak as tem-
plates and one speaks of template matching of a test pattern. This matching is 
done by means of similarity measures where also deformations can be taken into 
account as well as specific transformations such as shifts in space, rotations and 
scaling. An important task consists in the learning of prototypes by means of the 

handwritten characters • printed lettersprinted letters
phonemes •lettersletters 
objects • designation, name designation, name 
incomplete, deformed patterns • prototypes prototypes 
movements, gestures • designation, meaning designation, meaning 
complex scenes • “understanding” spatial relations “understanding” spatial relations 
time-dependent patterns • recognition of temporal evolution, causal relatio recognition of temporal evolution, causal relationships 
written or spoken texts • meaning, orders for specific action meaning, orders for specific action 
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computer. In the learning process, a series of faces is randomly and repeatedly 
shown to the computer. The learning process works even when the examples 
shown are partly hidden, provided the square is positioned at random location 
(Fig. 2). 

Fig. 2. learning of partially hidden faces

Another approach rests on feature extraction e.g. where lines or other signifi-
cant parts are extracted, i.e. parts that contain high information. Such parts are 
usually those in which strong local changes of color or shades occur and they indi-
cate edges, corners, etc. of objects. A major task for the computer (or better for its 
design) is to apply or develop methods to correlate the individual parts in such a 
way that a meaning can be attributed to this arrangement. (E.g.: eyes, nose, mouth 

 face). 

3. Natural vs. Artificial 

Here I come to the main objective of my contribution, namely a comparison be-
tween the natural and artificial. First of all we must observe that all objects are un-
dergoing temporal changes, with the implication that our comparison will strongly 
depend on the time scales of our observations. In nature, consider for instance a 
forest. When we walk through it, it appears as a static object with its arrangements 
of trees (except for a stormy day). Over a period of half a year, some forests 
change their appearance (loosing leaves, for instance). The period of several years 
may show other effects: A newly planted forest grows. Another forest is macro-
scopically in a steady state: While its individual trees come, grow and vanish, it 
retains its macroscopic shape. The corresponding remarks hold, of course, for cit-
ies, as an example for an artificial environment. 

The main issue I am proposing is this: when we consider static objects or envi-
ronments there is a pronounced difference between natural and artificial in that the 
natural is, at least in general, far more structured and irregular. Figs. 3-6 may illus-
trate my point. 
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Fig. 3. oak tree

after: Kiedrowski R. Bäume dieser 
Welt. Augsburg: Naturbuch-Verlag, 
1997

Fig. 4. prawn

after: Werner B. Farbatlas Meeres-
fauna. Bd.1. Stuttgart: Ulmer, 1993 

Fig. 5. Hongkong Bank

after: Thiel-Siling. S (ed.) Architek-
tur! München, London, New York: 
Prestel, 1998 

Fig. 6. houses in Florida

after: Thiel-Siling. S (ed.) Architek-
tur! München, London, New York: 
Prestel, 1998 

Table 2 compares natural versus artificial entities. As Table 2 reveals, there are 
pronounced differences between the natural and the artificial, but there are also a 
number of counter examples. In fact, my observations must be taken with a grain 
of salt. Here the spatial scale plays a role and I treat objects seen by a human ob-
server or navigator at his or her “natural” scale. The question is, of course, how 
important the differences between natural and artificial as well as the counter ex-
amples will be in special cases of practical interest. In my article I will take the 
typical differences as granted, however.  
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a) “static” 
Natural Artificial 
irregular regular 
trees, plants buildings, streets 
forests, mountains furniture 
boundaries of objects straight lines, rectangular 
fractal nature vertical, horizontal, but: perspective  

plain surfaces 
VR: limited computer capacity 

structures at many scales structures at few scales  

Counter examples 
desert paintings 
sea? but waves at many scales! megacities 

b) “dynamic” 
depends on time and space scales of observation, e.g. traffic 
ants pedestrians 
birds cars 
fish lorries 

telephone calls, … 

Table 2: Comparison between the natural and the artificial 

4. Pattern recognition 

Let me discuss some consequences for pattern recognition starting with the natural 
(Table 3). Because of the highly structured patterns there is much information per 
pixel conveyed. This makes it extremely difficult to apply the method of template 
matching because e.g. each tree looks quite different. So basically the number of 
prototypes is tending to infinity so that this approach becomes more or less unfea-
sible. Of course, one may try to “smear out” specific patterns, e.g. to return to 
types of trees but again this is a very difficult job. More details will be discussed 
in section 5. 

In the artificial we expect little structured objects, i.e. they carry little informa-
tion per pixel. We have so-to-speak a degeneracy of pixels. This means here one 
may apply the method of feature extraction, e.g. to focus on edges, corners or at 
larger scales on landmarks. Here I may refer to the work by Lynch (Lynch, 1960) 
and by Haken and Portugali (Haken & Portugali, 2003). But what will be further 
needed is more semantics. Details will be provided in sections 6, 7 and 9. 
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Natural Artificial 
highly structured little structured 
much information per pixel little information per pixel “degeneracy” 

template matching (possibly waste ful) 
template matching? feature extraction: 
number of prototypes 
          

edges, corners 
landmarks 

“smearing out” 
types of trees 

Lynch (Lynch, 1960) 
H. & Portugali (Haken & Portugali, 2003) 

more details in sect. 5             
further needed 
semantics 
more details in sects 6, 7, 8 

Table 3: Pattern recognition of natural versus artificial objects  

5. Pattern recognition vs. pattern formation 

5.1. Synergetics 

Let me remind the reader of the definition of synergetics (Haken, 2004b). Syner-
getics is an interdisciplinary field of research that deals with the self-organization 
of structures and functions in systems that are composed of many individual parts. 
These systems may belong to both the animate and inanimate world. Synergetics 
aims at a unifying point of view, by focussing its attention on those situations, 
where qualitatively new features of the complex system appear at its macroscopic 
level. As is shown, close to these “critical points”, the dynamics of a complex sys-
tem is governed by, in general, few variables, the so-called order parameters that 
determine the behaviour of the individual parts of the complex system via the 
“slaving principle”. In short, macroscopic structures, their growth and final estab-
lishment are determined by a competition between order parameters. In this way 
also pattern completion connected with an associative memory can be understood. 
Pattern recognition is nothing but pattern (or structure) formation. This is the basis 
of the synergetic computer. Figure 7 illustrates a process of face recognition im-
plemented on the synergetic computer (For details see Haken, 2004a).  

Fig. 7. face recognition by synergetic computer 
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5.2. Fractal Theory 

There is, however, also a phenomenological approach to cope with complicated 
structures we are observing in nature, namely fractal structures (Mandelbrot, 
1982). The principle is easily explained by means of Koch’s snow flake (Fig. 8), 
where the same procedure is again and again applied at various scales of space.  

Fig. 8. Construction principle of Koch’s snow flake

Mandelbrot’s work (Mandelbrot, 1982) is well known here, e.g. the application 
of the same rule leads to the structure of a fern (Fig. 9), to tree-like structures (Fig. 
10) or bizarre mountains. Such simple rules can lead to the formation of plants ac-
cording to an algorithm originally introduced by Lindenmayer (1968) in a differ-
ent context. Perhaps what is still lacking in such an approach is the deduction or 
explanation of these rules by means of a microscopic dynamics. It is an open ques-
tion whether these phenomenological rules can be exploited for pattern recogni-
tion. Probably, at least in general, they are not exploited by humans because their 
analysis would require too much time but one may ask whether high-speed com-
puters would be able to do so. 

Fig. 9. fern
Fig. 10. „Construction“ of a plant by use of 

the Lindenmayer algorithm 
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6. VR and its inverse 

In order to mimic reality, virtual reality (VR) must take care of perspectives. For 
example, when we are driving through a city, the perspective changes all the time. 
In pattern recognition we must solve the inverse problem, namely, to restore, for 
instance, the front view of a house that is shown to us only in perspective. In fact, 
quite obviously, storing a house in all its perspectives as prototype patterns would 
amount to wasting memory capacity. Further more, as has been observed by A. 
Zimmer (Zimmer, 1995), distortions may occur, or rather produced, by the ob-
server himself or by the camera used. This effect is also known to, and used by, 
artists. A famous example is Cezanne’s painting where the perspective of a plate is 
distorted (Fig. 11).  

Fig. 11. Section of a painting by Cézanne 
after: Düchting H. Paul Cézanne. Köln: Taschen 1990 

Inverse problems are difficult in mathematics: they may be not uniquely solv-
able, occlusions may occur, etc. An important task is also 3-D vision by com-
puters. Here, (at least) two images are required to make use of the disparity effect. 
A number of algorithms have been developed including our own based on the 
synergetic computer, of which Fig. 12 is an example (Haken, 2004a). Other ef-
fects, such as the “shape from shade”, may also be taken into account. Here, ob-
jects appear to be concave or convex, depending on shades, where we intuitively 
assume that objects are illuminated from above. 
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Fig. 12. 3D-recognition of a spiral 
upper part: Julesz random dot patterns for the left and right eye, respectively 

lower part: disparity maps (Haken, 2004a) 

7. Semantics of the City 

A good starting point for a discussion of cities as semantic networks is the funda-
mental work by Kevin Lynch (1960) “The image of the city”. Lynch’s work has 
recently been carried on in several ways.  I will emphasis mainly two (Figure 13): 
One approach, by Haken and  Portugali, (2003) in their paper “The face of the city 
is its information”, deals with the interplay between Shannonian and semantic in-
formation. The second approach concerns the interpretation of the city as a lan-
guage. Examples here are Alexander’s “Pattern language” (Alexander et al, 1977) 
and Hillier’s “space syntax” (Hanson and Hillier, 1984). A further, important line 
of thought is that of self-organization of a city (Portugali, 1999).  

 Lynch’s The Image of the City
(public image of the built city environment) 

city as a semantic network 

“The face of the city is its in-
formation” (Haken&Portugali) 

?  Language of a city 
Pattern Language (Alexan-

der), Space syntax (Hillier) 

Figure 13 Recent elaborations of Lynch’s The Image of the City
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Because “the face of the city is its information” was published elsewhere, and 
is described in some details below (Portugali, Part II of this volume) here I just 
want to point at it and to focus mainly on the analogy between language and city. 
Here the analogies are rather obvious (Table 4): 

Table 4. Some analogies between language and city 

One should note, however, that the language of a city must be multi-
dimensional. Furthermore, a city is not a static object, as (perhaps) some architects 
would see it. It is full of life with all the activities of its citizens including traffic, 
trade, sports, etc. Before turning to my main task which is to explore the relation 
between synergetics and understanding a language, I want to mention some other 
artificial environments. Here a few catchwords may suffice:

Interior of buildings (navigation & action) 
Factory (production process) 
Hospital (care of patients) 
Apartment house (living together) 
Flat (household) 

These questions are not only of concern for architects, but also for design com-
puters (CAD) and for all kinds of robots used in these environments. For instance 
household robots are becoming more and more fashionable though their “intellec-
tual” capabilities are still extremely limited.

8. Semantic networks 

As may be inferred from what I have said above, a central question in the recogni-
tion of cities and other artificial environments consists in coping with semantic 
networks. To start with a very simple example: How can a computer attribute 
meaning to straight lines with different orientations, e.g. in how far do they repre-
sent a building, windows, streets, etc? To give a first answer to this quite funda-
mental question I want to invoke a by now famous example, namely the Japanese 
typewriter. Just to remind the reader of the basic problem in this case. Apart from 
Japanese spoken language there are two types of Japanese written languages, 
namely Kana and Kanji. Kana is a phonetic transcription whereas Kanji is based 
on Chinese characters. An example is given in Table 5. 

city • text, article, book text, article, book
street • sentence sentence 
buildings • words words 
parts of building •letters, syllletters, syllables 
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The basic difficulty of transforming Kana (or Romanji) into Kanji consists in 
the fact that there are numerous homonyms in Japanese. Or in other words, a pho-
neme may refer to many quite different meanings. (An example of a homonym in 
English is given in Figure 14).  

English transcrip-
tion 

Roman transcrip-
tion 

Kanji 

“kee” “ki” 

“neehon” “nihon” 

Table 4: The Japanese written languages, namely Kana and Kanji.

In order to make this mapping from Kana to Kanji unique one has to take care 
of the context, i.e. one has to relate words that occur in the same sentence. Thus 
one has to apply a rather complicated semantic network, which can, however, be 
established by means of the new efficient computers. The learning phase consists 
in the establishment of tables. This can be done by programmers or by machines 
that operate on the frequency of pairwise occurrence of words in sentences, where, 
however, ultimately meaning is provided by people. The Japanese computer has 
been developed under the guidance of Ken Ichi Mori and is considered a major 
achievement nowadays. An example is given in Figure 15). Clearly what I have in 
mind here is rather obvious, namely can we apply a similar procedure to the city 
as a semantic network? In other words, we must relate different objects to each 
other and build networks where, of course, both human experience as well as 
computer power come into an interplay.  

Fig. 14. See text 
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Fig. 15. (After Ken Ichi Mori in his Commemorative Lecture on the Occasion of 
Receiving the Honda Prize, 2003. Tokyo.) 

The procedure in Figures 14, 15 can also be called disambiguation and has been 
treated in the realm of synergetics in the following way: A word acts as order pa-
rameter that carries a meaning. The word itself is composed of subsystems, the let-
ters (Fig. 16, left). They are enslaved parts in the sense of synergetics (Fig. 16, 
middle). The slaving principle of synergetics, which in turn is based on circular 
causality, allows corrections, e.g. when letters are missing, wrong or interchanged 
(Fig. 16, right). Our human mind is quite efficient in this task as it is witnessed by 
the examples presented in Table 6. 
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Fig. 16. A word conceived as order parameter conveys a meaning. 

Table 5: Our human mind is quite efficient in this task as it is witnessed by these spelling 
errors in English and German (see Fig. 15) 

Words as order parameters carry some symmetry or, in other words, they have 
multiple meanings, e.g. the English word “bank” is ambiguous and may either be 
connected with “river” or with “money” (Fig.17). This internal symmetry must be 
broken by means of additional words such as “riverbank” or words occurring in 
the same sentence (Fig. 17). The whole text can thus be understood as sequence of 

Spelling Errors

Aoccdrnig to a rseearch at an Elingsh uinerv-
tisy, it deosn’t mttaer in waht oredr the ltteers in 
a wrod are, the olny iprmoatnt tihng is that frist 
and lsat ltteer is at the rghit pclace. The rset can 
be a ttoal mses and you can sitll raed it wouthit 
porbelm. This is bcuseae we do not raed ervey 
lteter by it slef but the word as a wlohe. 

Preosllnay I tinhk its cmolpete Bkolcols 

Gmäeß eneir Sutide eneir elgnihcesn Uvinis-
terät, ist es nchit witihcg in wlecehr Rneflogheie 
die Bstachuebn in eneim Wrot snid, das ezniige 
was wcthigg ist, ist daß der ester und der leztte 
Bstabchue an der ritihcgegn Pstoiion snid. Der 
Rset knan ttoaelr Bsinöldn sien, tedztorm knan 
man ihn onhe Pemoblre lseen. Das ist so, wiel wir 
nciht jeedn Bstachuebn enzelin leesn, snderon das 
Wrot als gseatems. 

Ehct ksras! Das ghet wicklirh! 
Und jtzet prboiert es ssbelt! 
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symmetry-breaking events through which a hierarchy of order parameter runs so 
that eventually a complex meaning is built up. In this way one may conceive a city 
as a hierarchy of order parameters that undergo symmetry-breakings and, of 
course, a future task will be to realize this kind of approach by means of com-
puters. Here, of course, not only static configurations must be treated, but also all 
kinds of activities. 

Broken symmetry 

Fig. 17. Upper part: a word carrying two meanings can be interpreted as an or-
der parameter that can, in principle, occupy two stable positions (valleys) in a 
“potential” landscape with symmetry. Middle part: by adding a second word, 
this symmetry can be broken, and a unique meaning results. Lower part: Visu-
alization of broken symmetry by deformed potential landscapes 
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9. By means of associations and analogies to a new 
insight

In my contribution I have tried to stress the important role of associations in rec-
ognition processes. It may become clear from what I have said above that also 
analogies play an important role. So let me briefly discuss some further develop-
ments that one may expect. A comparatively simple network is that of a tree, 
which we may read in two directions, namely in the direction of more and more 
branches or in the opposite direction of a convergence of the individual branches 
(Fig 18).  

Fig. 18. Upper part: interpretation of graphs as rivers or trees

This is still a rather static picture. Now these pictures are not only reminding us 
of trees and their growth but also of rivers. In the one case of a river-delta, in the 
other of rivers formed from smaller rivers. But what causes these forms of rivers 
(in a self-organized fashion!)? They are caused by the landscape that itself is 
formed by the flowing water. With my bias coined by synergetics, the landscape 
evokes the association of a “potential landscape”. In it a ball symbolizing an order 
parameter may move (Fig. 19 upper part). 
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potential landscape: synergetics 

Fig. 19. Upper part: a landscape evokes the association “potential” landscape, 
in which an oder parameter, symbolized by a ball “moves”. lower part: two dif-

ferent interpretations, cf. text 

This figure allows us to understand the meaning of “bifurcation”. Consider the 
left hand side of the lower part of Fig. 19. Here, three different potential land-
scapes are shown that are deformed (in the sequence from bottom to top) when an 
external control parameter (an externally given condition) is changed. Clearly, in 
the potential landscape at the bottom there is only one stable state of the order pa-
rameter ball. But in the double valley landscape at the top, there are two possible 
values of the order parameter. Thus, when we plot the displacement versus the 

bifurcations attractors 

order parameters 

pattern formation 

pattern recognition 

synergetic computers
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size of the control parameter, a branching, i.e. a bifurcation occurs. This interpre-
tation is, of course, well known, but it lies at the root of the tree-like structures I 
will discuss in the context of Fig. 20. Finally, going on the right hand side, lower 
part, of Fig. 19 upwards, we see a system of individual parts running into a collec-
tive state described by one or several order parameters. Thus, in the lower part of 
Fig. 19, left hand side, going the tree up we are reminded of bifurcations, going 
the opposite way we feel that the system runs into specific attractors. In the latter 
case I am led to the analogy between pattern formation and pattern recognition, an 
analogy which forms the basis of the synergetic computer on the one hand but also 
leads to the establishment of meaning on the other hand. Clearly, the steps I just 
described can be iterated which leads to Figs. 20 and 21. These schemes allow for 
many applications and interpretations. In the present context, we apply them to 
language (as a metaphor for cities). In Fig. 20, the upward axis indicates the in-
crease of a control parameter, which may be time on the scale of millennia. The 
branching indicates the increasing complexity of languages. Clearly, much more 
should and could be said here, but because of lack of space these remarks must 
suffice here. In Fig. 21, by climbing up the order parameter hierarchy, we find the 
emergence of meaning of words, sentences, texts, but also, more generally, the 
meanings of patterns. But also from this point of view a central problem of a uni-
versal grammar might become visible: What are the building blocks of the struc-
ture of Fig. 21? Chomsky’s work as well as the X-bar theory of linguistics can be 
mentioned here (Fig. 22). 

Fig. 20. Bifurcation tree Fig. 21. Order parameter hierarchy

Fig. 22. Basic building block of a universal grammar 
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The application of these schemes to the study of cities, especially in the context 
of computer applications as generalizations of the synergetic computer must be 
left to further research. In my opinion recognition, cognition or the search for 
meaning by humans and computers, will be an open ended story. Perhaps we 
should adopt the perspective that the journey is the reward.

In other words, depending on our specific aims, we (or the computer) will have to 
climb up and down in the schemes of Fig. 20 and 21, thereby also switching be-
tween theses schemes. Eventually we are led to the following program: Can we de-
vise a dynamical system so that from specific inputs in each case a specific meaning 
results. This concept was the foundation of the synergetic computer but it can be 
carried much further as we see by now, namely by following the individual steps.  
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Visualization in Spatial Modeling 

Michael Batty, Philip Steadman, and Yichun Xie 

Abstract. This chapter deals with issues arising from a central theme in contemporary 
computer modeling – visualization. We first tie visualization to varieties of modeling along 
the continuum from iconic to symbolic and then focus on the notion that our models are so 
intrinsically complex that there are many different types of visualization that might be de-
veloped in their understanding and implementation. This focuses the debate on the very 
way of ‘doing science’ in that patterns and processes of any complexity can be better un-
derstood through visualizing the data, the simulations, and the outcomes that such models 
generate. As we have grown more sensitive to the problem of complexity in all systems, we 
are more aware that the twin goals of parsimony and verifiability which have dominated 
scientific theory since the ‘Enlightenment’ are up for grabs: good theories and models must 
‘look right’ despite what our statistics and causal logics tell us. Visualization is the cutting 
edge of this new way of thinking about science but its styles vary enormously with context. 
Here we define three varieties: visualization of complicated systems to make things simple 
or at least explicable, which is the role of pedagogy; visualization to explore unanticipated 
outcomes and to refine processes that interact in unanticipated ways; and visualization to 
enable end users with no prior understanding of the science but a deep understanding of the 
problem to engage in using models for prediction, prescription, and control. We illustrate 
these themes with a model of an agricultural market which is the basis of modern urban 
economics – the von Thünen model of land rent and density; a model of urban development 
based on interacting spatial and temporal processes of land development – the DUEM
model; and a pedestrian model of human movement at the fine scale where control of such 
movements to meet standards of public safety is intrinsically part of the model about which 
the controllers know intimately. 

1. Defining visualization 

Visualization is a term that gained widespread currency in the mid-1980s when for 
the first time, computer graphics were linked to supercomputer processing, par-
ticularly in scientific contexts such as astrophysics where it was essential for the 
results of such processes to be absorbed and understood visually (Kaufmann and 
Smarr, 1993). There was explicit recognition that many large data sets, whether 
produced for input to computer models or as outputs or simply as raw data cap-
tured by digital instruments, needed to be understood holistically using the syn-
thetic properties of the mind and eye in unaided form. In parallel, our interaction 
with computers was becoming more visual and although this began prior to the 
micro-revolution, it was spurred on by the immediacy of interaction which the PC 
enabled. The ultimate outcome is that we now interact with computers almost ex-
clusively using graphical user interfaces (GUIs) and this, in itself, has broadened 
the concept of visualization to most aspects of human-computer interaction. 

Visualization is so broad a term that to define its role in spatial modeling, we 
first need to stand back a little and examine the kinds of models that the visualiza-
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tions that we present here pertain to. Classifications of models go back to the 1950s 
and 1960s when the term became popular and it is instructive to note, for example 
in papers such as Ira Lowry’s (1965) “A Short Course in Model Design”, that the 
starting point was defined as continuum of models from iconic to symbolic em-
bracing analog along the way. Iconic models are physical versions of the real thing, 
usually scaled down to toy-like proportions such as architects’ block models, while 
analog models represent the system of interest using another but different system 
which may be either physical or digital. Good examples represent the movement of 
pedestrians in streets using analogies with hydrodynamic flow theory. Symbolic 
models are those which replace the physical or material system by some logical-
mathematical structure, usually algebraic, with computer, hence digital, representa-
tion and manipulation a central feature of such simulation. Models in all these 
senses are of course simplifications where key features of their system relevant to 
their users are emphasized, often to the exclusion of many other features. 

These issues are being rapidly influenced by a sea change which is occurring in 
how we view models in science and social science. Fifty years ago, modeling was 
parallel to classical science in that it was based on implementing good theory in 
models in the most parsimonious way possible. Good theories and models were 
those that could explain the data in the simplest, most efficient way, notwithstand-
ing the fact that there were often critical issues which most would agree form part 
of the system being modeled, left out. This is now changing in every discipline 
and domain. The cutting edge of theory and modeling in the spatial-geographical 
domain, particularly where this involves human systems, is embracing ever more 
diverse and richer model structures. These structures are never likely to be vali-
dated in their entirety against data, they are too rich, and the data required for their 
testing too poor for any complete assessment. Many of the models that we intro-
duce here follow this tradition in that there may only be a few points at which their 
data and processes touch the real world in terms of the data available. Science is 
now much more comfortable with this notion of a theory or model which is only 
partly testable, than it has been hitherto. There is increasing recognition that our 
systems of interest are intrinsically complex and must be handled rather differ-
ently from those on which classical science has been founded. 

A further twist to the visualization paradigm involves the way the model is rep-
resented. As digital computation has become all pervasive, symbolic models no 
longer represent the sole focus. Iconic and analog models are also increasingly 
digital with the key issue being the mix of symbolism, analogy and iconic repre-
sentation that can be employed for a single system where the simulation involves 
passing between any of these styles of modeling. The best examples involve rela-
tively real renditions of spatial systems based on digital modeling of the physical 
appearance of the objects of interest. In this case, the appearance may only be used 
as the visual container in which analysis takes place. Such is the case in 3-d GIS 
(geographic information systems) where the 3-d container is a digital version of 
the physical fabric. Increasingly 3-d is being used is display patterns which can 
then be projected back onto the digital iconic model, or even onto a physical 
model of the system itself as in the Tangible Media projects at MIT 
(http://tangible.media.mit.edu/). Moreover once a digital iconic model is devel-



Visualization in Spatial Modeling      51 

oped, it can be aggregated into various forms, put into other digital contexts in 
semi-recursive fashion, and even used to manufacture actual physical models as 
hard copy print versions in traditional wood or plastic. An early version of such a 
mix of media is embodied in the hypothesis that Vermeer used a simple camera to 
generate some of his paintings (see Steadman’s (2001) book Vermeer’s Camera at 
http://www.vermeerscamera.co.uk/). Animating such a mix and using this digitally 
as part of the story line is what Tufte (1997) calls a ‘visual confection’.  

In this paper, we will concentrate on what has come to be called ‘scientific visu-
alization’ whose main focus is on the inputs, processes, and outputs associated with 
symbolic or mathematical models, in this case urban and spatial systems focused on 
the human-built environment. In the next section, we will introduce a generic mod-
eling process and show how this can be linked to planning, management and action. 
It is this nexus of explanation, simulation, forecasting, design and control which 
provides the wider context for visualization, and we will thus identify the key types 
that map onto this spectrum of possibility. We will then develop a generic form for 
visualization in the spatial modeling field, which tie these various possibilities to-
gether in what we call the ‘space of visualization’. This sets the scene for three dis-
tinct demonstrations: the first is pedagogic and focuses on an explanation of a well-
known theory of land use due to von Thünen, the second enables a model of dy-
namic (temporal) urban development to be explored, and the third shows how im-
portant it is to develop models with strong visual content which enable designers 
and decision-makers to use models to generate effective designs and policies. 

2. Defining spatial modeling 

Computer models are structured in many different ways but the standard sequence 
follows digital processing which involves manipulating a series of inputs which 
drive the model to a series of outputs, thus reflecting the various functions that tie 
the elements of the model together. This sequence reflects the logic chain that any 
model is built around, with inputs defining the exogenous or independent variables 
that dictate how endogenous or dependent variables are conditioned. Many models 
involve elaborate causal chains which may be activated many times, recursively 
through different kinds of time which in turn enable the model’s outputs to be-
come stable. This model processing is usually nested within a wider process of 
model fitting, estimation, or calibration which enables parameters of the model – 
macro variables that usually have global significance – to be tuned to values that 
connect the inputs to the outputs in the most satisfactory way. This kind of predic-
tion is enabled so that confidence in the way the model reproduces a known situa-
tion as reflected in the input data and the independently corroborated data associ-
ated with the model’s outputs or predictions, is assured. The third process is model 
use, in conditional prediction which often mirrors calibration, but is part of a 
wider phase in which the model can be used in design, management, and control. 

Each of these processes can be represented using different forms of visualiza-
tion. Indeed every aspect of model operation and use can be visualized as the  
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ultimate structure of the model is digital whose location in computer memory can 
be mapped in some way to the 2-dimensional screen. As all our models are spatial, 
hence some of their inputs and outputs are mappable, then associations between 
inputs and outputs with respect to map pattern provide an obvious form. There are 
many ways in which such inputs and outputs can be linked - offline or online in 
terms of showing how inputs are converted into outputs and a classic strategy of 
visual comparison is to array these maps as separate and comparable layers, as 
‘small multiples’ in the manner suggested by Tufte (1990). 3-dimensional forms 
can be widely exploited too as in the standard manner where such representations 
are portrayed using the three Euclidean dimensions. But at the level of abstraction 
used in this style of modeling, the third dimension is more likely to be employed 
for scientific visualization of the phase space of model solution rather than for 
more literal, or iconic visualizations associated with built form or rural landscapes. 

These visualizations almost assume that what is being modeled is static in 
structure where outputs occur at a single point in time but many spatial models are 
dynamic and thus sequences of inputs and outputs need to be visualized. This is 
the space-time process and although small multiples are useful, animation in 2-d 
or 3-d is often employed. We will return to this when we deal with calibration 
Low; but animation also constitutes a way of linking inputs to outputs, thus reveal-
ing model functions or processes. There are also different dynamics, from the rou-
tine where the focus is on showing how objects move in space, to longer-term mi-
grations where the focus is in comparing map patterns at different points in time. 
Movement is most simply conceived of in terms of animation but there are a vari-
ety of ways in which such animations can be linked to more abstract properties of 
the map patterns and the space-time movement of related objects.  

A time-honored strategy for spatial visualization is to use multiple windows 
with different phenomena in each, some spatial in 2-d or 3-d but some aspatial or 
non-spatial; and to hot-link these windows so that change in each can be related. 
The process of linking inputs to outputs involves the functioning of the causal 
chains which form the core of the model. If the model is dynamic, visualization 
may be built around space-time in the literal sense but if the process is recursive 
for the model to converge on stable outputs, this too might be visualized in much 
the same way. In cases where the model is both temporally dynamic and recursive 
in terms of its path to solution, then a combination of both is possible.  

Spatial models are often built around aspatial or non-spatial processes which al-
though touching the spatial system at some point, can be represented using visual 
traditions very different from the 2-d map or 3-d surface. For example, the spatial 
economic model that we first introduce below is conceived in terms of demand 
and supply curves and only then mapped onto a simplified spatial landscape. In 
fact, one of the great powers of scientific visualization is to make such links be-
tween non-spatial, aspatial and spatial representations, as much for pedagogic pur-
poses as for use in more practical contexts. However such mapping from one vis-
ual medium to another in terms of representation always needs to be determined 
before visualization takes place. All this means that visualization is a creative 
process. It is only as good as our imagining of how different elements of a model 
relate to one another and to the wider context in which they sit. 
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The second environment in which spatial models are formed involves the proc-
ess of model fitting. This connects up directly to searching for pattern in data but 
in particular for pattern in the input data which is exploited by tuning the model’s 
processes and functions to explain as much of this pattern as possible. This is usu-
ally accomplished using a process of trial and error fitting with successive im-
provement to the best fit. To state the long standing analogy, the process might be 
visualized as climbing a hill where the surface terrain represents the different per-
formance of the model with respect to different input parameters. The process of 
model fitting is then the process of climbing this hill and reaching some global op-
tima, ensuring that the process does not get stuck in some local optima, some hill-
ock in the landscape of hills. In many traditional models which are parsimonious 
in the extreme such as those embodying spatial interaction (Batty, 1976), the 
structure is such that a unimodal performance surface can be ensured if the model 
is formulated with mathematical correctness. Standard procedures can then be 
used to reach the global optima. In fact, visualizations of this process showing the 
climb across the terrain have been used quite widely since the 1960s. 

Most of our models are much more complex in that the phase space which em-
bodies this terrain can no longer be mapped due to the very large number of pa-
rameters that contemporary spatial models contain. This is especially true of simu-
lation models incorporating new notions of cells and agents. There the process is 
often much more partial, in that the calibration might be visualized using explora-
tory procedures which do not aim to find any global optima. In such cases, there 
still needs to be structure to the process. In fact, the calibration phase of spatial 
modeling is pushed one stage back in these more exploratory models due to the 
fact that the very formulation of the model itself comes under scrutiny as soon as 
spatial data begins to be explored. Exploratory spatial data analysis (ESDA) which 
became popular after the first wave of scientific visualization had been established 
in the early 1990s, threw up the notion that the model should emerge naturally 
from an exploration of pattern in data. Although there have been many demonstra-
tions, the focus has been more on inductive generalization than on the develop-
ment of explicitly deductive models which arise from such analysis. Pattern and 
error in the data is a key consequence of such ESDA but there have been very few 
examples where such analysis has then proceeded to build models round these pat-
terns, other than those which are based on inductive statistics. Although visualiza-
tion may help generate new models, this is likely to be over a much longer time 
span than the modeling process itself and although the notion that the model 
emerges naturally from such exploration is an attractive one, almost Eureka-like in 
its impact, this is unlikely to be the case in most modeling efforts. Usually the 
model is proposed in advance and all the focus is on tuning it to a real situation, 
understanding that situation, and using the model predictively and prescriptively 
to solve some problem or implement some new design. 

The third environment in which spatial models sit involves their practical use in 
prediction and policy. In the simplest sense, similar visualizations might be built 
around prediction and prescription as around data exploration and model calibra-
tion. Early software embodying GIS functionality in standard cross-sectional ur-
ban models illustrates this principle where standard sets of visualization functions 
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apply to any of the four model stages – data assembly and checking, analysis, pre-
diction, prescription (Batty, 1992). However this process raises the question of 
purpose and engagement in terms of what the model for, who is it for, and how is 
it to be used? In short, models are rarely for the indulgence of the model-builder or 
scientist, more likely for the persons who commissioned it in the first place for 
practical use. In our examples below, we present three models; the first is for edu-
cating ourselves, while although the second is for exploration of urban develop-
ment processes, it is conceived as being applicable to practical problems and poli-
cies involving urban sprawl. The third is quite definitely for the stakeholders 
involved in solving problems in the local environment. 

In these applied and policy contexts, visualization is likely to be a little differ-
ent from the kinds of scientific visualization we have been implying so far. In fact 
it is likely to reflect a much looser interpretation of model inputs, processes and 
outputs and may be linked to media that do not form part of the model in the first 
place. This is no less rigorous but it does change the kind of engagement that 
modelers and stakeholders have in the process. Visualization thus becomes an es-
sential part of communicating complex ideas to a non-expert clientele, and in this 
sense, it probably involves developing procedures for involving this clientele at 
different stages of the modeling process. The notion that the model is delivered, 
scientists explore and tune it using visualization, and its outputs are then pictured 
in conventional scientific form, is not necessarily the most appropriate procedure 
in situations where stakeholders are involved in using models directly. We will 
present such applications as part of our third example below. 

3. The space of visualization

Visualization as a style and set of activities is almost impossible to classify for 
every aspect of computer modeling and its application can be subject to represen-
tation using digital pictures. Nevertheless it is useful to begin to organize the field 
with respect to the models we will illustrate here, if only to show how the kinds of 
visualization employed depend intimately on purpose, the system of interest, and 
the environment in which the application exists. We will define a generic space 
which is organized on two levels: first with respect to the purposes for which the 
model, thence its visualization is designed, and second, in terms of the key tech-
niques used to implement its visualization. We could have developed a third level 
based on different media but in all the cases we conceive of here, the media are 
conventional pencil and paper and their digital equivalents. The panoply of VR 
and tangible media have not yet been invoked in any of the models that we present 
here although this is an important direction in which these more abstract models 
should be developed. 

We define four distinct purposes: education, exploration, explanation, and en-
gagement. These purposes are not mutually exclusive, nor are they arrayed or-
thogonally; more likely a model and its visualization tend to stress these four pur-
poses in different ways, often with one purpose dominating. For example, 
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visualization for education can be both narrow and wide although in the sense 
used here, we will be taking a narrower view. Of course all model building and 
applications involve education of ourselves and of our clients but in this context, 
we are specifically thinking of visualization for the prime purpose of getting the 
message over of how a model actually works. In this sense then, we see visualiza-
tion as enabling an understanding which would not be possible without pictorial 
help. This kind of visualization makes the operation and meaning of the model 
much clearer than any other form of communication.  

Exploration is more geared to investigating how model structures translate in-
puts into outputs. This is an essential quest in learning about how the model 
works. The more complicated the simulation, the more likely that exploration is 
required to test the limits of the model, and to enable researchers to be sensitized 
to the impacts of their scientific decisions. All modeling involves some explora-
tion but in the development of models separate from immediate practice, then ex-
ploration is of the essence, especially where causal structures cannot be analyzed 
using mathematical formalisms. Exploration might simply be trial and error based 
on trying to find out how the model behaves, or it may be more systematic as, for 
example, in the process of calibration.  

In contrast, explanation involves using visualization to confirm or falsify some 
theory which is embodied within the model, and the usual processes of comparing 
pattern in the input and output data is central to this. A tricky issue however is to 
visualize how the various processes linking inputs to outputs match what we know 
about the operation of such processes in real life. Often visualization as explana-
tion is rather partial, being based solely on a comparison of outputs from the 
model with those that observed in the real world. Every model which is built 
afresh, requires some sense of how well it explains the reality to which it is being 
applied, although this is more likely to be to the fore in applications which are re-
moved from practice.  

The last purposive activity we define is engagement. Rather than define pur-
poses which involve forecasting for policy-making, forecasting to test design im-
pacts, management or control, we prefer to simply note that models which are de-
veloped for purposes other than science per se, involve the engagement of non-
modeling experts. In fact, as models are often built by large teams whose expertise 
differs markedly between team members, then it might be supposed that visualiza-
tion might be used to engage the team in assembling the best model. This is indeed 
the case but here the contrast is greater between scientists and non-scientist stake-
holders who need to be involved in the process in rather different ways. Essen-
tially engaging stakeholders and non-scientific experts involves different kinds of 
visualization and dissemination which probably requires more non-scientific in-
formation to be assembled and related to the model and its application. Further-
more, the process of using visualization tools becomes significant when diverse 
groups are involved in this kind of communication. 

The second level of visualization we define is based on a limited number of 
techniques. Much ingenious visualization is one-off and cannot be classified gen-
erically. This is because visualization tends to involve some insight which is pro-
duced idiosyncratically and then pictured in some meaningful way. There are no 
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formulas for creating such graphics although there are some simple and obvious 
methods for taking spatial media and representing them visually. We define the 2-
d map and the 3-d icon – surface, iconic physical shape, and so on – as being key 
elements of the way we visualize map pattern. Spatial process is harder to fashion 
but the notion of a process occurring in space and time can be illustrated using 
small multiples (of pictures) which provide a sense of change in space and time; 
animation is often simply arranging these multiples as frames in sequence. We 
also invoke the parameter space as being a vehicle which controls the operation of 
the model specifically through calibration. These five features can be arrayed 
against one another and combined in diverse ways to give real substance to the 
idea of modeling as visual confection. The use of hot-linking through multiple 
windows is simply one of the ways in which such visualizations can be animated 
and linked. 

Fig. 1. Elements of Visualization: Purpose and Technique 

These two levels of visualization by purpose and technique lead to a tree of pos-
sibilities that we have arrayed in Figure 1. This provides a simple means of classi-
fying the types of visualization in any spatial model application and we will use it 
to illustrate the relative differences between the three applications which follow. In 
any full scale application, many branches of this tree will be invoked: models are 
defined to educate, explore and explain with these activities often taking place, 
even though the main purpose is to engage those stakeholders who control the pol-
icy and design process. Our first example below clearly illustrates this point al-
though the three applications we have chosen are very different from one another. 
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4. Visualizing theoretical explanations: the von Thünen
model of market land rent and transport 

Count Johann Heinrich von Thünen is accredited with devising the first land use 
model in 1826 which explained the spatial distribution of crop cultivation (and/or 
animal husbandry), using evidence from his farm in East Prussia (Hall, 1966). His 
model essentially examines the trade-off between the productivity of agricultural 
land with respect to the yield and price associated with selling the crop at the mar-
ket and the transportation cost necessary to move it there. In essence, this tradeoff 
fixes the level of rent that the farmer is able to pay and the use of the land is thus 
determined by the crop that generates the highest rent. The model involves com-
paring several crops and determining, with respect to one market center, the actual 
crop cultivation on each land parcel at different distances from the market. If there 
is more than one market center, the allocation depends on a comparison of possi-
bilities but the solution is still stable for the selection of the land use simply de-
pends on the maximum rent payable from whatever market. 

For a single market with uniform transport costs which imply location on a ho-
mogeneous plain, land uses arrange themselves concentrically around the center. 
This can be easily extended to several centers. If physical distortions due to the 
transport network are introduced, then the pattern of location is affected, with fast 
transport routes having higher accessibility than the areas between them. This 
model is simple in form but the spatial outcomes from its generalization to many 
centers and to many different transport routes are often difficult to anticipate, 
hence the need for some simple demonstration. Moreover, when the price of the 
good or its composite yield, and the relative transport costs are changed, the pat-
tern of land uses shifts. This is the essence of the model for which we have pro-
duced a very simple but effective visualization. Of course, the importance of the 
model does not lie in its application to an agricultural or rural system but in its 
generalization to the urban realm where it forms the basic equilibrium model of 
the urban land market, underpinning contemporary urban economics (Alonso, 
1964). 

To illustrate how tricky the model is to non-mathematicians, we first define a 
location with respect to a single market center as j , the distance from the center 

to j  as 
jd , and the cost of transport for the commodity in question, k , as kβ . The 

quantity produced per unit of land or yield is assumed to be uniform – on a homo-
geneous plain, and is defined as kQ  with its price at the market as kρ . We will  

also assume a fixed cost of production for each commodity called kc . The rent 
which a farmer cultivating a crop k  at j  is called k

jR  and is calculated as 

j
kkkkk

j dcQR βρ −−= ][ (1)

This is a linear equation, sometimes called a bid rent curve, in that it shows 
what a farmer cultivating crop k  can bid for renting the land at different distances  
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j  from the market center. In the model, we have built, we assume that one ele-

ment of the yield, price and fixed cost in equation (1) can be varied and thus this 
equation can be written as 

j
kkk

j dR βα −= (2)

For a single market center, the use of each parcel of land j  is computed as the 

maximum rent payable over all crops, that is k
j

k

l
j RR max= . For any pair of land 

uses/crops, it is also easy to compute points in the landscape where the rent pay-
able is the same, that is the breakpoints between crops with respect to their dis-
tance from the market. This occurs where l

j
k
j RR =  and this equation can be solved 

for any k  and l  to yield the break point ):( lkd j
 as 

lk

lk

j lkd
ββ
αα

−
−=):(

(3)

Finally where there are two or more market centers called i , the land rents 
need to be computed using a modified form of the bid rent equations which are 
now indexed with respect to each center as 

ij
kkkkk

ij dcQR βρ −−= ][ (4)

We choose the land use for each location j  which maximizes the rent as 

k
ij

ki

l
j RR max=

The visualization necessary in this model is largely so that the user can under-
stand how the land use equilibrium occurs. The software essentially enables the 
user to show how the bid rent curves for three land uses – milk, grain and live-
stock production – can vary in price and transport cost, thus changing the inter-
cepts and slopes of the linear bid rent function, kα  and kβ . The guts of the visu-

alization are a blank canvas – the map – onto which one can draw transport routes 
and locate market centers. It is also possible to define constraints such as unpro-
ductive land. The canvas is initially an homogeneous plain but background maps 
can be attached to it so that the user can draw on features that pertain to some real 
situation. The second type of canvas but within the same GUI, reflects the bid rent 
curves, one canvas for changing the slope of these, the other for the intercept. 
When these are changed, the distribution of land uses appears immediately and 
thus there is a direct association from the parameter space to the real space, with 
the parameter space in fact being constituted as a cross section through the hypo-
thetical real space. The final feature of the visualization is the same canvas but 
with the distribution of land uses portrayed in 3-d as a wire frame or rendered im-
age. There are two sliders to change the orientation of the x-y and z dimensions as-
sociated with this visualization. 
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This visualization is to educate the user through explanation. It was devised as 
part of the Open University Third Level Course on Cities and Technology and the 
software was distributed free to students registered on this course (Steadman, 
1999). It also contains elements of exploration but it is strictly designed to explain 
and educate. In terms of our characterization in Figure 1, we show this form of 
visualization in Figure 2(a) (where we also compare this with the two other exam-
ples reproduced here) and this shows immediately that we are using minimal but 
effective visualization techniques. The essence of this is a small portable piece of 
software which embodies a kind of sketch explanation or sketch modeling. Only 
one window is used and there is no hot-linking but the control over the model is so 
quick and direct that this is an example of extremely parsimonious visualization 
which is pretty effective. 

a) Example 1:  
Explanation 

b) Example 2:  
Exploration 

c) Example 3:  
Engagement 

Fig. 2. Structure of Visualization in the Three Example Models 

We show two examples of the use of this software in Figures 3 and 4. In Figure 
3, we show the single market center with no distortions associated with transport 
routes. This is the homogenous plain example which appears everywhere in the 
location theory literature. The concentric symmetric ring structure around the 
market is clearly shown. In Figure 4, we have taken a map of Chicago and its rail-
roads in 1861 from Cronon’s (1991) magnificent book and use this to impress the 
fact that land use around Chicago is influenced by these routes. Note that we de-
fine Lake Michigan as ‘unproductive land’. The resulting land use pattern shows 
the classic distortion posed by differential transport routes. The 3-d surface also 
shows the limits to the degree of distortion in that the picture is a little too con-
fused. Nevertheless this does show how a model can be moved from theory to 
practice, from hypothesis to reality, albeit that the realities we choose are more 
caricatures of the real thing than the sorts of model reality we present below. 
There are other bells and whistles that are invoked in this software – fuzzy 
boundaries and precise distances, scaling of bid rent curves to reflect actual dis-
tances, and so on – but the essence of the visualization is shown in Figures 3 and 4 
which provide a complete picture of this approach to explaining location theory 
and its relationship to the micro-economy in a spatial setting. 
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The Canvas:  
The Homogeneous Plain 

The Price-Transport Cost Tradeoff 

The Concentric Land Use Ring 
Solution 

3-D Visualization of the Rings 

Fig. 3. von Thünen’s Model 

Simple software demonstrates how the tradeoff between product yield and trans-
port cost gives rise to land use competition and stable spatial organization. You 
can download the software for this application from 
http://www.casa.ucl.ac.uk/vonthunen/
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The Canvas: Chicago 1861 
(from Cronon, 1991) 

Railroads and Lake 

Land Use Solution: Distorted 
Rings 

3-D Visualization 

Fig. 4. Nature’s Metropolis: How Railroad Structure Distorts the Concentric Pattern in 
19thC Chicago and the middle west 

5.  Visualizing model exploration and calibration: urban 
development using cellular automata 

Our second and third visualizations involve models whose outputs can be exam-
ined as they are executed. In a sense, this is true of the von Thünen model but as 
this is a comparative static structure, its operation is immediate. Models which can 
be examined as they run are usually temporally dynamic with the time simulation 
synchronized with simulation in computer time, notwithstanding any additional 
processing involving trial and error calibration during the simulation time itself. In 
the case of our first model of this genre – a dynamic model of urban land devel-
opment using cellular automata principles – as the land area becomes more devel-
oped, more and more functions are invoked to examine distance relationships and 
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comparative links relating different spatially specific land uses to one another. 
Thus the computer time taken slows in linear proportion to this additional process-
ing. This is not a problem in visualizing the structure and dynamics of the model 
but it gives the wrong impression in terms of real time. Thus movies must be made 
of the structure based on different frames at specific times if an accurate impres-
sion through simulation time is to be presented. 

The model was developed by Xie (1996). It is called DUEM (Dynamic Urban 
Evolutionary Model) and is based on classic CA principles in which land is devel-
oped as a function of what other land uses exist within the neighborhood of each 
site being considered. All we can do here is sketch its rudiments for it is compli-
cated, being part of a wider project which is aimed at putting the model into a 
web-based context and disaggregating the cellular spaces to enable agents to be 
specifically represented (Xie and Batty, 2004). The model contains five land uses 
– housing, industry, and services/commercial, as well as two kinds of street – 
junctions and segments. Junctions are needed to connect segments, and housing, 
industry and commerce cannot develop without there being streets nearby, within 
some neighborhood. Streets are a function of what gets developed in terms of 
these first three land uses.  

Each land use is considered as being in three states, reflecting its aging: new, 
mature, and declining with new land uses being the seeds that motivate further 
growth. When land uses pass through their cycle to declining, they disappear and 
the land vacated becomes available for new development. Three scales of 
neighborhood are defined: first the small strict cellular neighborhood which is 
mainly used to ensure streets and land uses are connected, second a wider district 
neighborhood in which the distance from the cell in question at its center is con-
sidered with respect to other uses in the district, determining what use the central 
cell changes to, and third a regional neighborhood in which constraints on devel-
opment are imposed. The model is thus richly constituted with respect to its life 
cycling and the representation of spatial scale. 

We have designed the interface in an entirely visual way based on two kinds of 
windows: the map canvas and four related windows which show the trajectories of 
growth and decline for housing, industry and commerce, and all three of these. 
The user can switch elements on or off in each of these windows. The key reason 
for arranging the visualization of urban dynamics in this way is to present two fea-
tures: the capacitated growth of the spatial system which is reached when the map 
canvas fills up, thus illustrating logistic growth and oscillations around the equilib-
rium, with even the possibility, yet to be seen, of simulating chaotic growth; and 
the wave effects seen when land uses age through their cycle. Waves of change 
cycle across the map, eventually dissipating as the system gets older. Because 
these kinds of model are highly diverse and contain many parameters, visualiza-
tions must be highly tuned to particular purposes. In this case, we have not pro-
duced any visualization of the parameter space for our focus is more on showing 
how different morphologies of development can result from very different initial 
and boundary conditions. Again one of our quests is to show how scale makes a 
difference.  
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Behind these windows, access to the phase space within which the parameters 
are set is accessible using various dialogues, also called up as windows. Essen-
tially by doubling clicking on each land use, we are able to bring up a series of 
dialogues with respect to how neighborhoods are configured, how distance influ-
ences the operation of state changes in each neighborhood, and how long different 
land uses remain in their different life cycle stages. We have not provided any 
means for visualizing how these changes in parameters might impact on the dif-
ferent morphologies produced. Offline, we can use any of the usual strategies to 
explore the parameter space using small multiples of maps and linking the pa-
rameter values in its phase space to these spatial differences. In fact, it is easy 
enough to make animations from the simulations which can be linked to different 
values in the parameter space but our focus here is more exploratory. The frame-
work is so diverse in terms of scale that an obvious approach is to see how differ-
ent kinds of initial conditions can be simulated. Comparisons of these thus become 
important, and again techniques such as small multiples and layering are clear 
ways to visualize these differences. Finally these kinds of models can be explored 
on-the-fly. As the model is running, we are able to explore changes to the mor-
phology either directly or by stopping the model and changing parameters. 

Initial Conditions: Random Seeds with 
Equal Proportions of All Land Uses

Growth to Time = 30:  
Early Exponential Growth

Growth the Time = 60: 
Exponential Growth

Growth to Time = 120: Capacitated 
Growth and Logistic Oscillations

Fig. 5. Small Multiples of Urban Growth Processes 



64      Michael Batty, Philip Steadman, and Yichun Xie 

To show the power of this visualization which is charted in Figure 2(b), we pre-
sent a typical run of the model in Figure 5. This shows the various windows and 
the development of a system of cities to the capacity of the map canvas as illus-
trated through the model’s trajectories. The effect of different waves of growth in 
the residential sector can also be seen as distinct gaps in the development by the 
time the simulation reaches t = 120 but these traveling waves are much clearer in 
the animation. In Figure 6, we show what happens in the steady state, how the 
land use totals oscillate but also how industry gradually encroaches on the other 
land uses, thus indicating that the default rules, no matter however plausible, are 
badly specified. This is the classic finding of our exploration: that models al-
though plausible can be quite unrealistic when pushed to their limit. This, of 
course, is an essential diagnostic in developing a more realistic model with visu-
alization being essential to this process. 

There are many elaborations on this system that we might make, especially as 
the visualization occurs in computer time and the location of activity can be 
changed on-the-fly. Within the package is a drawing capability, a little like that 
contained in the  von Thünen model, and this enables the user to interact with the 
model in direct fashion. In fact, in all three packages we have used, there is draw-
ing capability that lets the user interact with the model physically, notwithstanding 
that the data that drives these models is by and large numerical. 

Oscillating Growth at Time = 240 

Exploring the Steady State to Time = 1500:  
Industry Takes Over Indicating that the Default Rules are Badly Specified 

Fig. 6. Exploring Trajectories to the Steady State 
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6.  Visualizing model operation with stakeholder 
involvement: pedestrian movement and public safety 

Our last example builds on the cellular dynamics approach of the last section but 
develops a model at a much finer spatial scale with a real problem driving the ap-
plication. We are working with several varieties of active walker model which 
combine agent-based with cellular modeling, using the cells to represent the land-
scape on which the agents – the pedestrians – move. The generic model essentially 
combines movement in the default direction of forward with some random pertur-
bation and with obstacle avoidance, the direction being fixed according to a 
walker attraction surface which is formed from a synthesis of the multiple forces 
determining why people wish to walk and for what purpose (Batty, Desyllas, and 
Duxbury, 2003). In a shopping mall, for example, this surface would reflect the 
kinds of goods and their locations in shops that walkers wish to purchase.  

We have applied this model to a situation of crowding which is associated with 
a major street festival, the Notting Hill Carnival, which is held once a year for 2 
days in west central London. There are major problems of public safety associated 
with this event and the model has been built to show how people enter the area, 
flock to the attractions, namely the street bands and parade, visiting a series of 
events which are located in a small area of around 3 square kilometers. The model 
essentially walks visitors through the street system to the carnival attractions ac-
cording to the existing controls on the event managed by the police and other ser-
vices. The problem of crowding is severe in that there is a serious conflict between 
the parade and the street bands, the bands being inside the parade route which is 
circular and continuous. Visitors crossing into the area where the bands are lo-
cated are in conflict with the parade and there are more general problems of 
crowding at different points within the area where streets are narrowest. Problems 
of crime have grown as the carnival has gained in popularity and reducing crowd 
densities is seen as a way of making the event safer. 

The critical focus of this model is that it is designed to help in alleviating 
crowding by showing how streets might be closed, barriers erected, sound (band) 
systems moved and the route of the parade changed. All these elements can be 
controlled within the model and posed as ‘what if’ questions. Most models can be 
put into a ‘what if’ context but in the case of this particular model, the situation is 
so highly controlled already that it is impossible to think of the model as simulat-
ing some relatively uncontrolled situation and then adding controls to meet some 
objectives. This kind of problem is quite unlike the problem of optimal city design 
where it is assumed that most cities develop organically from the bottom up and 
that planning control is imposed to direct growth rather specifically in situations 
where such direction is lacking or ineffective. This is not the case in something 
like the Notting Hill Carnival as throughout the history of the event, there has 
been strong control and management. 

This suggests that those involved in managing the event and who know it best 
be intimately involved not only in the use of the model but in its design. More-
over, in a situation where there is high control, it is useful to think of model cali-
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bration as reflecting various degrees of control, for example, by beginning with a 
relatively uncontrolled situation and then adding controls one by one. To do this 
effectively, stakeholders who know what controls are effective, should be in-
volved so that the process of model calibration and use in problem-solving and 
plan-making is simply a natural extension of the model fitting process. In the case 
of the Notting Hill model, this process can be extended even further back with the 
data needed to operate the model being in itself simulated in cases where it is dif-
ficult to observe. 

To illustrate these various stages, visual interfaces are necessary with the soft-
ware being user friendly and interactive as in all the programs so far in this paper. 
However it is debatable as to whether stakeholders and non-experts should be in-
volved in the software per se as the simulations can be captured as animations and 
pictured using small multiples. This may be enough to engage in debate although 
this is uncharted territory in so far as communicating the model to a wider set of 
non-scientific experts is concerned. The actual model developed begins with data 
relating to where people enter the carnival and are finally destined for. This is site 
specific and the first thing that is done is to model the tracks that pedestrians make 
from their entry points to the destinations at the carnival itself. These tracks can be 
found as shortest routes from entry points to attractions through the street system 
and a swarm algorithm is used to find these (Bonabeau, Dorigo, and Theraulaz, 
1999). This is a rather technical stage of the model design but once completed, an 
attraction surface is formed from these shortest routes and the second stage in-
voked. This surface is used to direct walkers from entry points to the carnival at-
tractions and it is at this point that crowding is assessed. We start with a situation 
of no control and then gradually introduce controls until safety levels are reached. 
This involves running the model through many stages. Ideally it is during this 
process that those who best know the carnival should be involved. In this stage, it 
is entirely possible that the current situation is replicated but in fact it is likely that 
the current situation will be found wanting in some way, as we know it is, hence 
the rationale for this style of modeling. 

In short, this kind of modeling involves using a model in such a way that the 
expertise of those who know the problem best is gradually added into the simula-
tion. This is why we do not define this as a planning model or even a forecasting 
model but a model which engages those who know the situation best. The model 
can thus be seen as the product of many decisions from those who know the event 
and this naturally leads to a rather different style of ‘what if’ analysis and a rather 
different kind of policy making process. We illustrate two of the stages of the 
model using small multiples – in Figures 7 and 8. In Figure 7, we show how the 
walkers swarm out of the carnival area in search of destination points which is part 
of the early stage of generating an appropriate and realistic data set for the model. 
In Figure 8, we show the second stage where the walkers climb the surface of at-
traction, generating crowds and leading to an analysis of key problems of safety 
which need to be resolved. Animations of these processes are essential in visualiz-
ing how crowds move and thus how they might be controlled and in this sense, the 
model has a usage in almost real time.  
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a) c) e) 

b) d) f) 

Fig. 7. Exploration of the Street System in Notting Hill. a, The street geometry b, The pa-
rade route (dark grey), the static sound systems (light grey) and the tube stations (med grey) 
c, Accessibility from parade and sound systems without streets  d, Shortest routes to tubes 
without streets e, Accessibility in streets  f, Shortest routes in streets. 
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a) c) e) 

b) d) f) 

Fig. 8. The Full Modeling Sequence and Identification of Vulnerable Locations. a, The 
2001 parade route (dark and med grey) with the proposed 2002 route in dark grey, the static 
sound systems (light grey) and the entry points (med grey) b, The composite accessibility 
surface from stage 1 c, Traffic density from stage 2 d, Areas closed by the police used in 
stage 3 e, Location of walkers in the stage 3 steady state f, Vulnerable locations predicted 
from stage 3. 
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7. Next steps: a paradigm for visual modeling 

We are very conscious that we have not mapped out here a comprehensive frame-
work for visualization in spatial modeling. This is largely because so much visu-
alization is characterized by ingenious solutions which involve putting unlike pic-
tures together, by large scale simulations that depend on very sophisticated 
software in the search for pattern, and by the very nature of the models themselves 
and how they are formulated. All this is influenced by the imagination we bring to 
bear on the pictorial world. Equally well there are many insights to be made using 
other intellectual media – verbal discourse and numerical reasoning. In getting a 
complete picture of how our models can be understood and best applied, all these 
strategies are required. In fact we have shown here that rather than visualization 
per se, what is evolving are visual models: models that cannot be designed in any 
other way than using the visual medium. In our last example, this was even more 
pointed in that to involve non-scientists in developing such models, the visual me-
dium is essential. 

What we have not addressed here but is something that needs to be pursued are 
the physical media for spatial modeling. As our models are digital, they can be 
manipulated in countless ways. For example, GIS is often used not for spatial 
analysis but for paper map-making with the physical product and its perfection be-
ing the rational for digital representation of the reality in the first place. In the 
same way, models of the built environment can be printed in 3-d using the new 
generation of hard copy printers, thus simply aiding the manufacture of iconic 
models in their traditional physical form. The notion of building ‘models of mod-
els’ – simulacra as Baudrillard (1994) refers to them – is also a useful way for-
ward and in the examples illustrated here, some elements of this recursion do per-
meate the model building process. In short, scientific visualization is increasingly 
being informed by physical visualization but with the digital representation being 
central and stable to this entire medium. These are exciting developments and 
there is an urgent need to engage a debate about such possibilities in spatial mod-
eling and analysis. 
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Transferring Concepts for Urban Modeling: 
Capture or Exchange? 

Denise Pumain 

Abstract. The development of a theory of complex systems that establish bridges be-
tween disciplines of the natural and social sciences appears together as an opportunity and 
as a challenge for urban modeling. Borrowing concepts and tools from formalised disci-
plines may help to more satisfying expressions of urban theories and to a better understand-
ing of abstract processes that are behind urban dynamics. However, the specific features of 
social systems should not be neglected or underestimated while operating these transfers. 
Proper adapted ontologies have to be preserved for urban entities and the new experiments 
should be able to become part of the previously existing urban knowledge, helping to revise 
it, not replacing it. 

1. Introduction 

The recent multiplication of initiatives for an academic institutionalisation of the 
sciences of complex systems (as for instance the creation in Europe of half a 
dozen of dedicated schools or networks that are more or less inspired from the 
Santa Fe Institute) is a good indicator of the large developments that have brought 
that research field on the front stage during the last fifty years. The announced 
emergence of a perhaps mythical “science of complexity” is now challenging all 
sciences. It is very often suggested that the dynamic processes that lead to the 
emergence of sometimes unexpected structures from individual interactions can be 
analysed by using a common variety of concepts and tools, as provided by self-
organisation theories and non linear mathematics. According to the Springer 
Complexity publication program, “These deep structural similarities can be ex-
ploited to transfer analytical methods and understanding from one field to an-
other”. We would like to question that claimed cross-fertilisation between scien-
tific disciplines by drawing attention towards a few difficulties that are in practice 
associated to such a trans-disciplinary approach, especially when trying to develop 
a theory of complex systems that would be transversal to sciences in natural and 
social world.  

Our laboratory has experienced the use of different modeling frames aiming at 
formalising, simulating and predicting the development of urban and regional sys-
tems: models of non linear differential equations under the paradigm of self-
organisation theories (dissipative structures and synergetics (Pumain, Sanders, 
Saint-Julien, 1989; Sanders, 1992), as well as multi-agents systems in the context 
of artificial intelligence and theories of complexity (Bura et al., 1996). Since more 
than thirty years, urban modeling has progressed mainly by conceptual or even 
paradigmatic borrows from physics, mathematics, information theory or computa-
tion theory (Allen, 1997; Batty and Longley, 1994; Portugali, 2000; Weidlich, 
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2000; Pumain, 1998). We want to explore to what extent such notional transfers 
have contributed to urban theory. After noticing a reversal in the scientific para-
digm beneficial to the “historical sciences” within the contemporary building of a 
“theory of complex systems”, we review a series of misunderstandings or hiatus in 
the experimentation of various concepts that were transferred and applied to urban 
systems dynamics. In some respect, the practice of transfer is very often perverted 
by the relative social and epistemological status of the disciplines. We emphasize 
the need for a broader circulation of concepts and a wider attention paid to mean-
ing and signification in applications. 

2. Complexity: a reversal in the dominant scientific 
paradigm?

Research on complex systems has lead to a paradoxical situation. For a long time, 
classical physics and mathematics have dominated the criteria of scientific work, 
as exemplified in the Popper model. Trying to be “scientific”, social scientists had 
to resist to the simplifying hypothesis of this reductionism and could not meet the 
requirements of repeatability of experience and universality of results. Some soci-
ologists as J.C. Passeron (1991) even imagine a specific way of reasoning for so-
cial sciences (“le raisonnement naturel”), because, even when falsifiable hypothe-
sis can be formulated, their results never can be exactly repeated and abstracted 
from the context (historical or local) where they were established (or, the relevant 
contextual variables cannot be enumerated in an exhaustive way). Such a position 
is perhaps tactical and probably overestimates the effectiveness and rigour of the 
“hard sciences”. Moreover, it seems to miss an essential turn in the recent evolu-
tion of a larger part of them, towards what is called “complexity”. 

New ideas that emerged in physical sciences with the development of dissipa-
tive structures (Prigogine, 1973) or synergetics (Haken, 1977) under the general 
label of complex systems dynamics have prepared a perhaps more general change 
in our way of thinking about systems. While these ideas were more and more ap-
plied to living species in the framework of an evolutionary thinking (Lewontin, 
2003), or to adaptive cognitive systems in economy or social networks (Anderson, 
Arrow and Pine, 1988; Arthur, 1994; Arthur, Durlauf and Lane, 1997), the focus 
shifted from “self-organisation” of spatio-temporal patterns, from interactions be-
tween very large numbers of elementary particles in open systems submitted to ex-
ternal energy flows, towards the “emergence” of new structures and new proper-
ties stemming from the internal and/or external interactions between a limited 
number of heterogeneous elements or individuals, that may have reactive, adaptive 
and even cognitive behaviour, with sometimes a capacity for changing their inter-
action rules. The criteria in use for the definition of complex systems progres-
sively evolved, including more and more aspects that were not often mentioned 
before. The systems “far from equilibrium” that are now under study, even in 
physical sciences, are explicitly considered in distinct contextual conditions of 
space and time. They come to meet the specific properties of the social systems, 
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that were until now considered as diriment obstacles to any scientific formalisa-
tion: the irreversibility of temporal processes, the uniqueness of a system’s trajec-
tory in phase space, the non predictability of its future (Prigogine, 2001). All these 
features are now part of the theory of complex systems. New models have been 
developed for exploring fuzzy elements, strange attractors and uncertain events 
that were not considered before, and even human brains and thoughts have re-
ceived a due attention in the new framework of cognitive sciences (Bourgine and 
Nadal, 2004). 

It could be argued, as I did some time ago (Pumain, 1997), that social sciences 
should more than ever borrow their models from the sciences that are more ad-
vanced in formalisation, since these are now offering tools and concepts that no 
longer hurt the basic principles of research and knowledge about social systems. 
By applying ideas and models that have been developed within physics or mathe-
matics of complex systems, we could learn more about the universe of possible 
evolutions framing the observed urban dynamics, and perhaps discover some ab-
stract hidden processes (or formal theories) that could better explain the observed 
similarities appearing in urban structures and evolution, despite the overwhelming 
diversity of physical, economic, political and cultural forms that urban systems are 
exemplifying all over the world. I want to develop here the complementary idea 
that while the so-called (self-called?) “sciences of complexity” are evolving to-
wards an attempt at unifying the analysis and, even if possible, “the” theory, of 
complex systems, social scientists should be keen on maintaining their previous 
knowledge as a most valuable input in the models that are now developed. Actu-
ally, that knowledge about social systems, although less formalised and incom-
pletely integrated, already incorporates the principles that are today the distin-
guishing mark of complexity theory, and then should be recognized and integrated 
as such: heterogeneity of elements and their properties, diversity of interactions 
that are not only non-linear but often multi-scalar, dependence towards initial con-
ditions and contextual variables, path dependency of the evolution, unpredictabil-
ity of the future, irreducible role of intentional behaviour, intervention of the point 
of view of the observer in constructing the situation... Too often though, that spe-
cific knowledge was ignored, for instance by the enthusiastic promoters of 
“econophysics” (see for instance Durlauf, 2003) or “sociophysics” (fortunately 
there is nothing yet such as an “urbanophysics” ?). 

Of course we are interested in the highly formalised concepts and powerful 
tools of complex systems sciences. But while experimenting new concepts and 
new modeling methods, we should keep in mind the objective of developing a 
relevant and sensible urban theory, that provides a really new contribution to 
knowledge in that field.  
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3. Quality of ontology and measurement for social 
systems 

A first difficulty in applying the complexity paradigm to urban systems stems 
from the meaning of the word “complexity” itself. As the theory of complex sys-
tems aims at exploring how new entities, structures or properties emerge at a one 
observation level from the interactions between objects and behaviour or practices 
that are occurring at a lower level, a significant theory can be developed only if 
the objects, their attributes and their interactions that are under study are correctly 
identified. In the case of cities, this identification is not an easy task, for concep-
tual and for practical reasons.  

On the theoretical side, there is a higher degree of complexity in social systems 
because of a higher difficulty in separating entities that would have clear limits and 
definite attributes, and because of the plurality of theories that frame the possibly 
relevant representations of these systems. One could for instance imagine to de-
velop and refine many specific ontologies of the city as a complex system, that 
would define it either after its morphological properties as a progressive composi-
tion of buildings, or as a demographic aggregate of resident population constrained 
by the various and competitive needs of different age groups and professions, or as a 
portfolio of economic activities linked by agglomeration economies, or as the ex-
pression of the political and cultural organization of a society articulating co-
operative and conflicting groups, or as a place where the accumulated knowledge 
gives rise to the emergence of innovations… Each discipline of the social sciences 
participating to urban research has developed its own dynamic models of the city as 
a complex system, including non linear feed- backs effects and using differential 
equations or agent based computational representations for their simulation. 
Though, when implemented in a model, any of these partial representations would 
require the consideration of some important features that were not included in the 
model, as soon as a confrontation with the real world is to be tempted: in most cases, 
the evolution of any observed city, even when restricted to a narrow disciplinary de-
scription, is controlled by more than one of the features mentioned above. For in-
stance, the ecological resources are necessary to explain some industrial urban spe-
cialization, even if they are not part of a “pure” economic theory of the city; land 
values and urban densities can be related in a single model but applications will re-
quire precisions about collective values and land regulation policies… Even if these 
models could be conceived as “purely” theoretical, there is little doubt that they 
would miss most of the specificity of urban dynamics, that is precisely made of 
permanent adjustments between many of the possible determinants of urban evolu-
tion (as morphology, demography, economy, policy or culture).  

According to J. Casti (1994), complexity is not an intrinsic property of systems 
but a subjective view of an observer confronted to the “surprise” of emerging 
properties (see also Batty and Torrens, 2001), and the degree of complexity of a 
system is directly proportional to the number of equivalent ways (models) in 
which the system can be described for explaining them. Following that view, we 
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could then argue that the complexity of urban systems could be measured by the 
diversity of the several distinct representations of what a city is and how it func-
tions. However, what are the “equivalent models” in the field of social sciences? 
Can they be assimilated to different explanations that are considered as satisfying 
by one particular discipline in a given theory within the field of urban research? 
Actually, these explanations are not “equivalent”, since they do not give an alter-
native interpretation for the same reality, but they build a coherent view of a par-
ticular aspect of that reality. The various disciplinary approaches have to be articu-
lated to reconstruct a comprehensive description of the city as a complex system. 
We can then suggest that, besides the definitions that have been proposed for 
complex systems, either mathematical or computational, social scientists could 
have their own complementary interpretation of complexity. The level of com-
plexity of any situation (or dynamics) could be evaluated by enumerating the 
number of disciplinary concepts or points of view that would be necessary to pro-
vide an explanation of that situation, that can be considered both consistent and 
sufficient, according to an operational purpose or to a degree of precision of the 
description that is thought of as acceptable. That view is possible since social sci-
ences built themselves and differentiated from each other by deepening the 
knowledge in one specific aspect of society, but while getting more and more in-
sights in one direction they discover very often that they have to include within the 
description of the context of their study many other aspects that are developed by 
other disciplines. This is especially the case when cities are considered in the 
complexity of their evolution. A consequence is the need for periodically building 
new interfaces between disciplines of the social sciences (see section 4 below). 

In this respect, the specific contribution of geography to the theory of cities as 
complex systems could be, not only in the traditional consideration of the phe-
nomenological diversity of cities according to regions of earth space and historical 
times of societies, but also in the recognition of the multi-scalar character of urban 
systems. The seminal expression by B. Berry of “cities as systems within systems of 
cities” coins the ontological definition of urban systems by geographers. Of course 
that expression, that refers to the nested hierarchy as typical of the “architecture of 
complexity” as conceived by H. Simon at the beginning of the sixties, has to be 
questioned and updated, for instance with regard to modern communication sys-
tems, leading perhaps to a reformulation that would make a larger place to long dis-
tance and non hierarchical interactions in the former quasi-nested representation of 
two levels in urban systems. But in the building of a trans-disciplinary approach, we 
shall meet another difficulty. According to the principle of decomposability that, 
together with predictability and linearity, makes the difference between simple and 
complex systems, if there is some relevance in the concept of a “system of cities”, 
and if that system is complex, then the consideration of a single city as disconnected 
from the whole system would change its dynamics. That connection between one 
city and the system of cities is missing in the economic theory of “the” city and even 
in the “new economic geography” (Fujita, Krugman and Venables, 1999). The lack 
of recognition of the constraint exerted by the existence of other cities on urban dy-
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namics is probably a major weakness of the new urban economics, despite the im-
portant advances that were made in that field of research during the last decades. 

So the acceptance of a point of view about cities as complex systems would 
mean that social sciences do co-operate in the elaboration of the theory. Even 
when it is well defined for one level of analysis, the theoretical conceptualisation 
of cities should include aspects of the context that are relevant for the dynamics 
under study. How many analyses of urban sprawl take for granted a description of 
properties of a “centre” and a “periphery” that are inspired by a cultural represen-
tation of American cities and derive corresponding attributes, without considering  
the values that are attached to the locations (as expressed for instance by the spa-
tial distribution of land values, or urbanism regulations) within the country where 
the model is applied? The same carefulness should be required when defining the 
individual interactions that shape a system’s structure: even if Shelling’s model of 
social segregation provides a beautiful case of a non desirable unintentional col-
lective result of intentional individual behaviour, it probably overestimates the in-
tensity of segregationist practices, for instance by not allowing the residents that 
are satisfied to move, as the non satisfied do. Once again, the benchmark of their 
possible application to a diversity of observed situations seems to remain a neces-
sary part of the construction of models and theories. 

The same definitional accuracy should be applied to the apparently more trivial 
question of data collection for empirical analysis or model testing. We shall give 
only one example that could become a source of problem with the growing craze 
for the question of scaling (Pumain, 2004). Scaling processes are essential in com-
plex systems dynamics, because they are probably rooted in very general con-
straints on the organisation, through the circulation of energy or information (West 
and Brown, 2004). Urban systems are very likely to arouse many attempts of con-
ceptualisation through scaling laws, because many empirical regularities have al-
ready been observed and modelled by Pareto distributions or fractal geometry. The 
spatial distribution of residential population densities or land prices, as well as 
Zipf’s rank size rule, or Christaller’s central place theory, do suggest the relevance 
of  scaling processes for explaining the urban density gradient or the persistent 
inequalities in city sizes and functions. However, discovering new expressions of 
scaling laws cannot merely result from adding a new experiment on any urban 
data. If scaling effects are suspected, the data in use must be relevant for the proc-
ess under study and the quality of their measurement has to be very high. Of 
course, the question of the definition and delimitation of urban entities in space 
and during the course of time is very difficult and their comparison within and be-
tween countries remain a delicate exercise. But it is not sufficient to use existing 
definitions and data bases if they do not represent meaningful entities for the ana-
lysed process.  

For instance, many authors use the urban data base that give the populations of 
the cities of United States as a benchmark for testing Zipf’s of Gibrat’s models. 
But the SMSAs that are included do not represent without bias an entire urban sys-
tem: as an SMSA is defined around a centre (urbanised area or continuously built-
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up surface) that groups at least 50 000 jobs, a number of smaller urban centres, al-
though still functioning as urban agglomerations, are neglected. This lack in in-
formation has been acknowledged recently (in 2000) by the Bureau of Census who 
decided to add “micropolitan” statistical areas (including centres with 10 000 jobs) 
to the set of SMSAs. Many tests of models that try to relate the distribution of city 
sizes and growth processes have nevertheless used that data base for model test-
ing, as did for instance Gabaix and Ioannides (2004), and Spyros (2003). Although 
the models these authors develop are each very interesting, their conclusions can-
not be totally reliable because of this bias in data. Moreover, it is well known that 
the United States are not a representative case for all systems of cities, because 
during the last two centuries of its development the US system mixes classical dy-
namic processes of distributed growth in a mature system of cities together with 
more specific processes of expansion through new frontier settlements. The results 
of such experiments cannot be generalised (for instance to Europe and Asia where 
urban systems have a pluri-secular and most of times more than millennial history) 
and cannot make definitive conclusions in terms of a model that would become a 
reference for every urban system.  

Another example of the importance of a correct definition of geographical ur-
ban entities for measuring urban growth processes is given by comparing the stud-
ies of Batty (2003) on Britain and Bretagnolle et al. (2000 and 2002) for Europe 
and France. Both try to identify a trend in urban concentration or dispersion at the 
scale of a system of cities during a long time period, by adjusting a Pareto model 
to the distribution of city sizes at different dates. But while Bretagnolle et al. use 
the definition of urban agglomerations (that can expand in space over time), Batty 
refers to an exhaustive partition of Britain, measuring the evolution of population 
within the stable 459 municipalities of England, Scotland and Wales between 
1901 and 1991. Of course there is in that last case a possible bias in measuring the 
variance in urban population size, since the largest urban agglomerations are not 
allowed to overcome the limits of their municipality, their growth may be underes-
timated, while at the other end of the distribution of town sizes, the urban agglom-
erations that became smaller than their municipality limits have their population 
overestimated. This difference in data is likely to explain, at least for a part, the 
differences in results showing, after the values of the slopes of the adjusted distri-
bution, a trend towards deconcentration in Britain versus a reinforcement of the 
urban hierarchy in the European and French study. The problem of comparability 
of data in space and time has to be solved if one wants to rise correct conclusions 
about the observed evolutionary trend, in order to further elaborate about the the-
ory of the dynamics of systems of cities (Pumain, 2000).  

We should then make a plea for using and helping to develop more comparable 
urban data bases. We do regret that the most recent attempt by Eurostat (program 
named Urban Audit II, 2003) that includes a very carefully designed survey (more 
than 300 variables) will provide urban data that are meritoriously comparable in 
their statistical definition but absolutely not in the spatial framework of the urban 
entities under consideration: the delimitation of the urban entities according to the 
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different European states varies in this document from political agglomeration 
(France), to NUTS3 (Spain) or NUTS4 (UK) regions… There were however previ-
ous successful attempts for providing comparative information at the scale of all 
European urban agglomerations, for historical periods (Bairoch et al. 1988; de 
Vries, 1984). At the world scale, the very exhaustive Geopolis data base prepared 
by F. Moriconi-Ebrard (1994) has been too rarely used and quoted as a powerful in-
strument for international comparisons using the best comparable definition and re-
liable delimitation of urban entities (Pumain and Moriconi, 1997). Another example 
of a cautious comparative attempt in urban comparison for scaling has been recently 
made by M. Guérois who used remote sensing data for comparing the shape of the 
urban field in different European countries (Guérois, 2003; Guérois and Pumain, 
2004). Using the CORINE Land Cover data set, she was able to demonstrate that 
the urbanised areas are distributed around the main historical urban centres accord-
ing to a dual density gradient, one rather steep corresponding to the urban agglom-
eration (with a radial fractal dimension between 1.7 and 1.9) and the other with 
much less contrasts representing the rural part of the functional urban area (automo-
bile commuting zone, with a fractal dimension less than 1). More careful measure-
ments like this are needed for a better understanding and significant modeling of the 
spatial expression of urban morphology and dynamics. 

4. Cumulativity of knowledge  

Another difficulty in the development of applications of new ideas and tools for 
complex systems to cities is in establishing connections between the ancient and 
that new knowledge. Knowledge accumulation, after remaining for a long time an 
academic and educational problem (UNESCO, 2003) and a preoccupation for ar-
chivists and museums,  has become during the last decades a major political and 
economic issue. Being now considered as an important input in production, be-
sides labour and capital, the scientific and technological achievements lead to the 
development of a new discipline, the “economy of knowledge”. At the same time, 
the epistemological thinking tended to avoid the debate about what we call the 
“cumulativity of knowledge”: it relates to the scientific and sociologic conditions 
that permit knowledge accumulation. The post structuralist deconstructivism as 
well as the postmodernist theories insisted on the plurality of “systems of knowl-
edge” and the parallelism of theories that were alternative explanations and could 
not be cumulated. 

To a large extent, many explorations that were conducted in the field of urban 
research for the sake of using concepts and tools of complexity theories did not try 
so much to contribute to knowledge accumulation in that field. Their main objec-
tive was not so much to connect their results to the existing state of knowledge in 
the domain than to underline the originality and novelty of their approach.  We re-
view here in detail one example, not as a criticism of that particular work that pro-
vides in other respects an excellent contribution, but as an illustration of the too 
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limited use of what could be one of the most interesting and promising approach 
of the dynamics of urban networks. We refer to a paper by Anderson et al. (2003). 
They use an algorithm building « scale-free » networks for describing the distribu-
tion of land prices in an urban system. A “scale-free network” corresponds to a 
class of growing networks whose node degrees are power law distributed. In their 
model, the nodes of the network represent pieces of land which become over time 
more and more connected by edges representing exchanges of goods and services 
(actually the result of this trade is simulated by a trade benefit or financial invest-
ment directed from one node to another). The model proceeds by adding new links 
between already developed nodes, with a probability that is proportional to the 
relative size of the node in the total of nodes, and by selecting new nodes. The 
mean probability of developing existing nodes is significantly higher than the one 
attached to the development of new nodes. Spatial rules are added for specifying 
this selection process, according to hypothesis about a distance-decay interaction 
model. The model is calibrated in order to fit an impressive empirical data set 
about land values in Sweden (almost 3 millions observations). The paper demon-
strates the ability of the model to reproduce the global statistical distribution (fre-
quency of land squares according to land price) and its main parameter (Pareto 
exponent of 2.1). The authors assume a linear relationship between the value per 
unit of urban land and the size of urban population, so their model could be used 
as a starting point for fitting population data as well.  

But the paper is not clear about the scale of application of the model: whereas 
referring at first to Zipf’s law, which is a model of the interurban distribution of 
city sizes, it represents “systems of specialised trading activities” that “can be re-
solved to any resolution down to individual transactions”, whereas the explanation 
of the model in “an urban economy context” seems to refer mainly to intra-urban 
land values formation (for instance, looking at different processes at the perimeter 
of urban areas and predicting the emergence of urban sub-centres). In any case, 
the model predicts a single and unified statistical distribution of land values at a 
country scale, making no distinction between the intra-urban gradient of land 
prices and the interurban distribution of land values. The model produces only a 
sharp break between rural and urban land values. To be coherent with the existing 
state of knowledge, the authors should have tested the variations of land prices in-
side the nodes (between centres and peripheries) as well as between the aggre-
gated nodes. It could happen that the rather high level of inequalities they find be-
tween land prices is more linked with intra-urban inequalities than to interurban. 
Actually, when looking at he average housing, offices and land prices per urban 
area in Europe, one discovers that prices are surprisingly similar from one city to 
the next (low variance) and the correlation with city size (as measured by popula-
tion figures) is rather low for the entire distribution (even if large cities as London 
or Paris have the highest prices). Meanwhile, the inequalities between the prices 
per hectare inside the same single city may reach a factor 10 and more, at the 
block level, and frequently 5 or 6 at the scale of neighbourhoods (Fen Chong and 
Pumain, forthcoming). 
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5. Conclusion: organizing a more symmetrical trans-
disciplinary communication 

Within the framework of the developing theory of complex systems, urban re-
search is more and more open to the use of the large variety of concepts and tools 
that are imported from the more formalised sciences. While welcoming the appeal 
towards a general use of these references for urban modeling and theoretical 
elaboration, we have claimed for more caution and perhaps a better reciprocity in 
this process of transferring notions between disciplines. The modern paradigm of 
complexity being more and more inspired by conceptions that are emanating from 
social sciences, the methods that are now in use for research should not forget 
about the specific procedures for identifying and selecting relevant entities and 
processes that were specifically elaborated for the complex systems they are 
studying. As social scientists, we should not loss our specific expertise, the 
knowledge that was accumulated from past experiences using other methods but 
still valid and reusable, even if, as always, revisable.  

We have underlined the originality of the representation of multi-scale urban 
systems that is built by urban geographers, and its high compatibility with the 
paradigm of complexity. However, in order to be recognised as more than a de-
scriptive discipline among social sciences, there is a need for geography to build 
and communicate better formalised representations of its specific knowledge, by 
the means of basic theories and models. This theoretical approach did perhaps not 
progress enough since the seminal attempts by W. Bunge or W. Tobler. Why do 
we hesitate to formulate normalised geographical views of the city, or of systems 
of cities? Do we have to define an “homo geographicus”? Or can we borrow indi-
vidual attributes and behavioural rules to other disciplines? Because economics 
was the first discipline in social sciences that undertook its formal and mathemati-
cal formalisation, a specific attention should be devoted to its approaches of urban 
systems. It is likely for instance that the Dixit-Stiglitz model of centre-periphery 
will become a building block for many urban models, as suggested by Fujita, 
Krugman and Venables (1999). However, the inter-disciplinary circulation of con-
cepts and models should be two-ways, if one wants to avoid strange false innova-
tions! For instance, Fujita et al. recommend to adopt the distinction made by 
Cronon of “first nature” and “second nature” advantages in location. The first cor-
respond to advantages stemming from pure natural resources whereas the latter 
would be linked to man-made investments on the spot. Is that distinction really 
theoretically useful and necessary? Geographers have demonstrated for long that 
practically in all places the distinction is no longer possible to be made (as human 
intervention in modifying the quality of the site have been ancient and numerous), 
but that a very fruitful distinction in location advantages could arise when scale ef-
fects are recorded as site and situation. Improving the dialogue about such a ques-
tion could be profitable to the two disciplines. 

There is to avoid the periodical reinvention of the wheel, the misuse or neglect 
of former discoveries, the dilapidation of our intellectual heritage and to organise 
its preservation for the future (“to the generation before us”, as said the dedication 
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of the textbook by Abler, Adams and Gould). Something like sustainable devel-
opment in science? 
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Design Issues to be Considered for Development 
of an Object-Oriented System for 3D 
Geovisualization: The Aalborg Experience 

Lars Bodum 

Abstract. The Center for 3D GeoInformation at Aalborg University (DK) became a 
reality in 2001. Among the many activities in the center, there is one that goes through all 
the others as an important red line. That is the development of a general object-oriented 
system for real-time 3D visualization of geographically based Virtual Environments, called 
GRIFINOR. This paper will reveal some of the considerations and aspects that have been 
discussed in the preliminary design of GRIFINOR. The system involves use of several dif-
ferent methods for semi-automatic generation of 3D objects from LIDAR data, Ortho-
photos, building footprints and data from various public registers. At the moment the sys-
tem is only prepared for generation of static physical elements such as buildings, but later 
the system will be able to visualize traditional geoinformation such as socio-economic at-
tribute values on “top” of the Virtual Environment. The buildings are generated as objects 
based on representation in the 2D technical/topographical map, the LIDAR data and infor-
mation about each building from the national building and dwelling registry (BBR). After 
each entity is generated as an object it is saved in a custom built object database. This data-
base is the heart of the system and several specific issues regarding the development of it 
will be discussed. At the front end, a 3D viewer based on a Java-driven scene graph is the 
core of the graphical user interface. The considerations behind a representational model for 
the objects will also be presented and finally some discussions about potential viewing plat-
forms.

1. Introduction 

For several years it has been possible to create very detailed models of urban areas 
as virtual environments for realtime visualization. This development has taken 
place while computer graphics hardware and software (CAD-systems) have been 
updated and have become more accessible in terms of better usability and a better 
price/performance relation. The number of polygons visualized in models is much 
higher today than it was just 5 years ago. But even though the technology can do 
much more today, the concepts and basics of urban modeling are still hanging on 
to the same design philosophy. Geometry and information are stored in separate 
databases. This means difficulties when it is necessary to update and refine each of 
the systems. The major part of the urban models are optimized for fast querying in 
relation to the demands put on the model from the perspective of the graphical 
user interface. Geoinformation can normally only be accessed through a database-
link (such as ODBC) or through hyper linking of the map. 
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2. 3D Geovisualization 

As stated in recent literature, the traditional cartography and other forms of visu-
alization of the geographic world in one or another form are different kinds of ge-
ovisualization (MacEachren and Kraak, 2001). 3D geovisualization is a special 
form of geovisualization, where focus is on the creation and modeling of 3D 
spaces to represent objects as well as attribute information about these objects in 
virtual environments.  

Three-dimensionality is not a new phenomenon. It has been possible for many 
years to create virtual 3D spaces that capture the spectator within a continuum, 
and provides him/her with a feeling of “being there” (Graft, 1943; Oettermann, 
1997). But there still very little material is published about the effects and the 
most appropriate ways to use 3D geovisualization as interface to geoinformation 
in general (Granum and Musaeus, 2002; Fuhrmann and MacEachren, 1999; Raper, 
1989; Raper, 2001). What can be gained from 3D and where are the challenges in 
relation to development of these virtual environments, if they really were sup-
posed to become an alternative to or even outperform traditional mapping and 
GIS? This paper will especially focus on the differences between the traditional 
and existing systems for 3D mapping and modeling and the proposed solution 
from the 3DGI group at Aalborg University. These differences will here become 
clear in relation to the overall system architecture and design. 

Urban planning and architecture are both application areas, where the use of 3D 
has proved to be a very strong medium (Batty et al., 2001; Zlatanova, 2000; 
Bodum, 2002; Bosselmann, 1998; Danahy and Wright, 1988; Fisher and Unwin, 
2002; Whyte, 2002). In many of these cases, 3D models have provided the spatial 
framework for planning proposals where it has been specifically important to 
evaluate the form and the spatial concepts for the architecture and the planning. 
This is the most direct way to map and visualize in 3D. These 3D mappings and 
visualizations have also proven very valuable after realization in relation to build-
ing and property management. This is especially a fact in the more complex and 
high-rise urban environments. Other 3D modeling initiatives within the urban con-
text can be seen in the field of facility management and urban management such 
as in the 3D modeling of a cadastre (Stoter and Zlatanova, 2003).  

Another very successful implementation of 3D into geovisualization is within 
the field of large-scale terrain databases. These terrain visualizations can have 
several different aims, such as fly simulation and pilot training, but in recent years 
they have also been used more and more as interface for a fly-through of virtual 
landscapes. The terrain databases have in many cases also been combined with 
different GIS solutions so that they provide a possible visualization platform for 
other geoinformation. 

The aim for the team at 3DGI in Aalborg as described in this paper will be to 
combine the different types of 3D geovisualization into one single approach head-
ing towards the creation of a unified 3D geoinformation data structure, with the 
use of one common object-oriented database that is capable of handling real-time 
visualizations. 
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2.1 Technological progress 

The main reason and driving force for the advance of 3D within geovisualization 
is first of all the impressive technological progress that has been seen in the last 5-
10 years. Especially the gaming and entertainment industry has had a very strong 
influence on the development of computer graphics hardware in this period. That 
gives the industry and the developers a possibility to distribute their software that 
is used for running the 3D geovisualization to the spot where the users are. 3D 
gaming as well as 3D geovisualization has become available for mass market. 

Along with the development of software for 3D modeling and rendering there 
has been a remarkable increase in the speed of the Internet. This means that it in a 
foreseeable future will become possible to distribute (or stream) the 3D objects. 
This will make the dynamics and interaction of the content even more useful and 
thereby emphasize the importance of these subjects in research. When the “hole” 
through becomes big enough to distribute high quality models with a reasonable 
representation and rendering, we will most certainly meet the constraints from the 
interfaces and from the limited interaction available. 

2.2 Integrated database concept 

The ultimate challenge for 3D mapping has been to develop an integrated system 
where the 3D objects including attributes and behaviours are kept in a database, 
which at the same time would be accessible for different kinds of queries and 
visualizations. The system that is described in this paper, will aim at both to ful-
filling these demands and at the same time be the source for a real-time VR simu-
lation of urban and rural areas. 

The development of the data model for 3D mapping is an important part of the 
research program that has the objective to utilize the third dimension within the 
geoinformation society in a way so that it becomes more common to use 3D simu-
lations and visualizations in both the public administration (as a tool) and in the 
many different media that we use to plan, navigate, seek information, organize and 
learn from in our lives. Within some years it should be just as natural to use 3D 
maps as we feel it is today when we make use of traditional 2D maps. 

2.2.1 Separate 3D and GIS solutions (type 1) 

There are many possible ways out of this. In this section three different data-models 
will be presented and a reason why it has been decided to use the most demanding 
data-model in the 3DGI project will be described later. The models can be classified 
in three different groups of solutions. The first type of data-model is a divided solu-
tion with two separate systems with a dedicated link between the systems. One for 
the traditional geoinformation (generic GIS) where all the 2D maps and respective 
attributes are kept in a proprietary system and the 3D modeling of the city is done in 
a CAD-related environment. The systems might use the same coordinate system 
and are therefore capable of doing spatial queries both ways. 



88      Lars Bodum 

This means you will be able to navigate in one map and still follow the spatial 
movement in the other. The solution is not sufficient when it comes to real GI que-
ries since the data structures in the two geometric representations are very different. 

2.2.2 Combined systems (type 2) 

This type of system is the most widespread solution at this time. Here it is possible 
to query and visualize the two different data-types within each other’s environ-
ments. The link between the two systems is built as a geo-referencing application. 
The systems are normally capable of exchanging data between 2D and 3D. By 
mapping the features over a dedicated surface representing the terrain, the 2D data 
is visualized in the 3D models. These features can even be elevated through the 
use of height attributes in the 2D database. There are several commercial systems 
that have been developed over this data-model. 
1.2.3 Object-oriented solution (type 3) 

The ultimate solution for a 3D data model is developed over an object-oriented 
database. The difference from traditional systems is very obvious. Traditional 
geoinformation databases are developed over the relational data-model. The rela-
tional database has its strength with simple geometric forms because of the tabular 
structure for the organization of data. As long as the database only has polygons, 
lines and points and more simple forms of topology, it is no problem to keep the 
data in the relational data-model, but as soon as we go from 2D to 3D we multiply 
the complexity with a very high number. At the same time the amount of data is 
exploding because we need to see more detailed visualizations and we need tex-
tures at the same time. This requires a lot from the database. It is both necessary to 
find an efficient way to create a spatial index for the database, so that objects can 
be found and retrieved for visualization purposes and at the same time we need the 
database to be very fast for real-time visualization purposes. Furthermore, there 
are issues such as Level-Of-Detail (LOD) and orientation of the individual objects 
to consider. The considerations are numerous and the only way to get through this 
will be by working closely together with others that have the same goals to reach. 

The object-oriented database requires a very detailed object-classification to 
work correctly. It is not decided how this classification should be generated, but 
since there are other projects working on 3D mapping, it would be obvious to par-
ticipate in this work and develop this as a collaborative effort. The goal is not to 
invent our own object-classification, but to join and encourage the use of open 
standards not only for database but also for the visualization and later for the dis-
tribution of these maps to everyone. 
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Fig. 1. The different 3D mapping solutions can be generalized into three different data-
models. Most common solutions are the type 1 and 2 solutions. Type 3 is still an issue for 
basic research and development. There are no commercial type 3 solutions available yet. 
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3. Outline of GRIFINOR 

GRIFINOR will become a platform for different sorts of applications. A system 
for 3D geovisualization is, in contrast to an ordinary GIS system, which at most 
handles surfaces and 2D objects with height information, a system that can store, 
retrieve, analyze, simplify, generate, and visualize spatial data that are generically 
3 dimensional. Furthermore, it must allow user interaction with these data. 
GRIFINOR must be able to handle "soft" real-time demands as well as being ap-
plication and device adaptable - that is the system has to be module based and ob-
ject oriented so it can be adapted to PDA's, PC's, mobile units and so on, without 
requiring alterations to the code of the applications. GRIFINOR has to be collabo-
rative so that more than one user per session can experience and interact in the 
same virtual world. It is expected to be built around one or more database tech-
nologies, used in a scalable and distributable system, in which large amounts of 
data will be present (magnitudes of about one TB), powerful server hardware and 
fast 3D graphic hardware. GRIFINOR is part of a research project and for that 
reason the users are not specified ahead of time. The user group is potentially vast, 
from system- and application programmers and administrators to users of applica-
tions in GRIFINOR. 

3.1 System architecture 

GRIFINOR has four main structures that can be described individually. This is the 
GeoDB (2D geographic relational database) that supports the construction of 3D 
objects, the object database (ODB), the viewer (with 3 different viewing plat-
forms) and finally the applications of GRIFINOR. This system architecture can be 
observed in Figure 2. 
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Fig. 2. The system architecture for the 3DGI object-oriented system called GRIFINOR for 
3D Geovisualization 

3.2 Semi-automatic construction of objects 

The first part of the process is a conversion of traditional 2D geoinformation from 
the GeoDB to 3D objects that can be stored in the ODB. This will be done in sepa-
rate steps for each of the object types. It will be too comprehensive to go through 
all the different types of entities. The final 3D model will consist of several very 
different object classes. Those will among others be: terrain, buildings, property, 
roads and vegetation. To give an idea about how e.g. buildings will be generated, a 
short description will be revealed here. 

The information for the reconstruction of each building comes from several dif-
ferent sources. First of all, it is necessary to have a footprint of the building with 
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very high precision. This can be provided from the highly detailed technical maps 
(1:1.000) from the municipalities. Secondly, information about heights of buildings 
is extracted from LIDAR data that are available in urban areas. Then information 
about each specific building is found in the national building and dwelling register. 
Here is registered information about the specific number of stories, type of building 
(residential, factory, shed etc.) type of use (housing or commercial), building mate-
rial (for the best simulation of building texture) and type of roof. Much of this in-
formation’s can be valuable for the correct reconstruction. The roofs are found 
through feature-extraction from the LIDAR data and even each individual unit (e.g. 
flats) in the building can be generated through a separate workflow also with infor-
mation from the building and dwelling register. More specific details about this 
process will be documented in other publications (Overby et al., 2004). 

It is obviously not an easy task to generate the database as 3D objects, since it 
involves a lot of very time-demanding modeling which is not general but very spe-
cific for each object type. It is a hope that this procedure in the future will be a 
part of the commercial map production. 

3.3 The object database (ODB) 

Some of the commercial database solutions were tested in the initial phase of the 
development, which resulted in the conclusion that there were very serious short-
comings regarding the indexing of objects in 3D and regarding the necessity to 
query the database in something very close to real time. The commercial databases 
were simply not fast enough for the purpose of GRIFINOR. A new object-oriented 
database was developed and beside the storage of the objects there is now a data-
base for the different classes. The structure also means that a new class can be in-
troduced very easily and that existing objects can be reclassified. Another impor-
tant thing about a customized object-oriented database is also the ability to test 
and reengineer the database up against the viewer developed for GRIFINOR. This 
involves also the communication between server and client. 

Among the many new facilities in the database is also the geographical index 
that enables the client to query at a global scale. This is one of the things that 
makes GRIFINOR a true geographical system. In fact, it is possible to store the 
world in the same database and therefore navigate around the globe and only 
query the same database (Kolar, 2004 (a,b)) . 

3.4 3D viewer 

The viewer should be both independent of certain hardware and very flexible in use. 
To fulfil these demands it was decided to use Java for the development of the 
viewer. At the moment only a very early implementation of the viewer has been de-
veloped. This viewer is built around the scene-graph called Xith3D (Yazel, 2003). 
The viewer will also offer a suite of navigational tools for interaction with the 3D 
virtual environment. The viewer will be developed in three flavours. There will be a 
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web-client, which will work on at least three different platforms. The three different 
clients will be a Windows client, a Macintosh client and a Linux client. There will 
be a client for Personal Digital Assistants (PDA’s) and other mobile hardware units, 
which will work through a wireless communication. Finally, there will be a client 
developed for more immersive display types such as panorama. 

3.5 Applications 

Although GRIFINOR will be able to support a large array of different applica-
tions, it has been decided to focus on two specific applications in the later phase of 
the development of GRIFINOR. The first one will be about buildings and prop-
erty. The purpose of this application will be to show objects that represent sub 
classes of a building, and thereby also show how the property can be divided in 3 
dimensional parts (Stoter et al., 2004; Stoter, 2004). The second application will 
show the ability of GRIFINOR to do a search and find. It could be through a street 
address or through another indirect geographical reference. Both applications will 
be an important part of a future digital administration, where traditional GIS will 
be replaced with 3 dimensional objects and the ability to use them for 3D geovisu-
alization in a system such as GRIFINOR. 

4. Conclusion 

It is our belief that the future geographic interface for geospatial information used 
in the coming digital administration will not be built around a 2D flat concept of 
the world, such as the well-known paper map, but around a conceptual virtual 3D 
environment, where the semantics are very much like the real world. When you 
want to known more about a specific location near you, it will only take you a 
short virtual trip through the model to go there and just ask the question in the sys-
tem. Also the administration will gain from this change, since the interface can be 
used as a common virtual space for meetings, for introduction of new planning ini-
tiatives etc. But the road towards this ideal situation is not straight or without 
holes. It will take time and much more research before it will be possible to im-
plement these systems in a broad scale. 
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Complex Artificial Environments – ESLab’s 
Experience

Juval Portugali and the ESLab team

Abstract. The Environmental Simulation Laboratory (ESLab) is one of several labora-

tories, research centers and planning and design organizations that have emerged in the last 

two decades with a configuration that focuses on complex artificial environments in gen-

eral, and on cities and their dynamics, in particular. The specific experience gained at 

ESLab is employed in this paper to discuss the various theoretical, methodological, social 

and ethical issues associated with the above emerging bodies.

1. Introduction 

The aim of this paper is to show how the previous, somewhat abstract, discussion 

regarding the scope of complex artificial environments (Portugali, this volume), 

takes a concrete form in the structure and activities of ESLab – the Environmental 

Simulation Laboratory founded at Tel Aviv University in January 2001. As indi-

cated above, the paper describes the research products of the entire ESLab team*.  

Four years ago, the theoretical foundations of ESLab were Self-Organization
and the City (Portugali, 1999) and the notion of SIRN – Synergetic Inter-

Representation Networks (Haken and Portugali, 1996; Portugali, 2002). Based on 

these two sources, the basic principles of ESLab are as follows: 

The perception of the city as a dual self-organizing system, in the sense that 

the city as a whole and each of its parts is a complex self-organizing system. 

 The use of agent base (AB) and cellular automata (CA) models as the main 

simulators of urban dynamics.  

 The view that the current 2D AB/CA urban simulation models need to be 

further developed into 3D simulation models. 

 Urban theory and modeling must be supplemented by a cognitive approach 

to cities and their dynamics.  

Our perception of planning must change: It should take into account the no-

tions of entropic versus self-organized planning discussed previously (Portu-

gali, this volume), and as a consequence be reformulated as a bottom-up de-

mocratic process.  

                                                          
 The ESLab team includes, in addition to the author, TAU faculty members Itzhak 

Benenson and Itzhak Omer, research associates Rivka Fabrikant, Hernan Kasakin and 
Karel Martens, and the following research students and programers: Tal Agmon, Slava 
Birfur, Ran Goldblatt, Erez Hatna, Vlad Kharbash, Talia Margalit, Hani Munk-
Vitelson, Guy Nizry, Udi Or, Amir Porat, Asaf Roz, Karin Talmor and Michael Wino-
grad. Their specific projects are referred to throughout the text and in the bibliography. 
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These principles show up in ESLab’s software infrastructure, as well as in the 

various studies conducted within its frame.  

Infrastructure-wise, ESLab can be described as a general purpose support sys-

tem (GPSS) that can be employed in several ways, in particular as a research sup-

port system (RSS), a planning support system (PSS) and a community support 

system (CSS). The description of the above systems now follows. 

2. The ESLab GPSS (General Purpose Support System)  

The ESLab’s GPSS is a 3-part system composed of two virtual reality (VR) simu-

lators – MultiGen and Skyline, a family of urban simulation models and geo-

graphical information systems (GIS). Figure 1 illustrates this system.  

Figure 1. ESLab’s 3-part GPSS 

2.1 The two VR simulators 

2.1.1 MultiGen paradigm 

The MultiGen paradigm (MPI) is an architecturally oriented VR simulator. It en-

ables building large scale virtual environments, such as cities and whole regions, 

with a high level of architectural realism. Its elementary parts are the Creator,

which together with the creator terrain studio/generator (CTS), enables building 

real-time 3D content for use in visual simulation; the SiteBuilder 3D, which al-

lows transforming GIS 2D map data into a 3D visual and the Vega Prime, which 

enables simulation of movement in environments such as cities. Employing the 

MultiGen, we have already built VR Tel Aviv (Figure 2) and several other virtual 

environments that will be specified below.  
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Figure 2. A snapshot from VR Tel Aviv 

2.1.2. Skyline

Our second simulator is the Skyline. The main advantage of Skyline is that, unlike 

the MultiGen, it can be viewed on the Internet.1 The three elementary parts of the 

Skyline are the TerraBuilder, which allows users to create, edit and maintain 3D 

databases; the TerraExplorer, which allows users to simulate movement through 

3D Terra environments, and the TerraGate, a network data server technology de-

signed to stream 3D geographic data in real time. As will be specified below, us-

ing Skyline we can “fly” over the entire country of Israel, as well as over the city 

of Tel Aviv-Yaffo, Tel Aviv University campus and UNESCO World Heritage 

sites in Israel.  

A recent Skyline application is a project called The SeaCity Interface, which

was on display during September–October 2004 in the Israeli Pavilion of the Bi-

ennale for architecture that took place in Venice.2 The SeaCity interface is a sys-

tem composed of three PC computers representing 1924 Jaffa and Tel-Aviv, 1949 

Tel Aviv-Jaffa and 2004 Tel Aviv-Yaffo. The visitors/users can control the me-

dium and speed of the movement, look around, stop, move again and listen to an 

audio at certain focal points along the way (Figures 3, 4). 

                                                          
1 Click “Virtual Flights” on ESLab’s website http://eslab.tau.ac.il/
2 Prepared by the author, Asaf Roz and Karin Talmor, with the support of the entire 

ESLab team. 
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Figure 3. The SeaCity Interface: Snapshots from VR flight in 1924 Jaffa and  

Tel Aviv (bottom), 1949 Tel Aviv-Jaffa (middle) and 2004 Tel Aviv-Yaffo (top). 
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Figure 4. The SeaCity interface as placed in the Israeli pavilion, the Biennale 

for architecture, Venice, September-October 2004. 

2.1.3 Building a virtual environment 

The general process of building a virtual environment is basically the same in both 

Skyline and MPI (Figure 5). The starting step is a DTM layer of the area, on top of 

which is superimposed, firstly, an air photograph (orthophoto) and secondly, GIS 

layers (dxf files) referring to height of buildings, shape, facades, symbols, labels and 

so on. In Skyline, a layer of links, labels and symbols can be conveniently added. 

Figure 5. Stages in the building of a virtual environment. 

A major advantage of Skyline is, as noted, the possibility to post it on the Internet 

– making it an ideal tool for Internet-supported public participation systems, (see 

below for examples). On the other hand, the architecturally elaborated MPI, with 

its integrative link to VR helmet-mounted display (HMD) and similar devices, is 

an effective tool for producing genuine VR environments. The advantage of the 
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ESLab system is its ability to integrate both VR simulators. For example, in the 

above Skyline application SeaCity (p. 97, Figs. 3,4) that was on display in the Bi-

ennale for architecture 2004 in Venice, some of the detailed architectural elements 

of  Tel Aviv’s cityscape were first built using the MPI Creator and then were 

shifted to Skyline. 

2.2 The family of urban simulation models 

Our point of departure here were the models developed as part of a research pro-

ject we conducted during the 1990s and published in the book Self-Organization 
and the City (Portugali, 1999). Within this project, we developed what we termed 

free agents on cellular space (FACS) and free agents on real space (FARS) mod-

els. A typical FACS model is built of two layers: a CA layer representing the in-

frastructure of the city – its buildings, road network etc., and an AB layer that is 

superimposed on the CA layer and mimics the behavior of the various agents op-

erating in the city. In a FARS model, the abstract cellular space that represents the 

infrastructure of the city is replaced by the real space of the city as derived from 

GIS. The FACS and FARS approaches were recently combined and further elabo-

rated within GAS – a framework of geographic automata systems (Benenson and 

Torrens, 2004).On the basis of the FACS, FARS and GAS models, we are now 

developing four new models: an object-based environment for urban simulations 

(OBEUS), which is a model enabling non-experts to build their own task-specific 

models by means of the interface it provides; CogCity, which suggests a cognitive 

approach to urban modeling; 3DCity, which is a 3D urban simulation model, and 

ParkingCity – an AB parking model.  

A detailed description of OBEUS appears in a separate paper (Benenson et al, 

this volume). Here, suffice is to say that OBEUS demands the modeler to define 

the rules of objects’ “behavior,” leaving the rest of the work on model develop-

ment to the system. By this, OBEUS drastically reduces the time of model devel-

opment and makes the model transferable, transparent and understandable to the 

other developers. In the following section we introduce ESLab’s other three mod-

els: CogCity, 3DCity and ParkingCity.

2.2.1.  CogCity (Cognitive City) 

This is a new type of environmental simulation model, currently in the final stages 

of development. Its essence is to model the dynamic of cities and other artificial 

environments, not only from an economic, social, political, or cultural starting 

point (as is common in this domain) but from humans’ cognitive capabilities, as 

revealed by studies in cognitive science and cognitive geography. A paper entitled 

“Toward a cognitive approach to urban dynamics” (Portugali, 2004) elaborates on 

the theoretical rationale of this approach. It shows, first, that a cognitive approach 

allows a more realistic treatment of the cognitive dimensions that typify behavior 

and decision-making in all human domains (economic, political, etc.) – especially 

so in the context of the high levels of nonlinearity, uncertainty and unpredictabil-
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ity that characterize the city as a self-organizing system. In the latter, the some-

what simplistic economic or social behavioral models that underlie agents’ behav-

ior in the majority of current urban simulation models collapse, and in their stead 

one has to employ models revealed in the study of human behavior. Examples for 

such models are Tversky and Kahnman’s (1981) decision heuristics and their ad-

aptation-extension to the context of cities (Haken and Portugali, 1999).  

Second, the classical urban models, such as the rank-size rule, central place the-

ory, or von Thünen’s type land-use models, which refer to the hierarchy of cities 

or to their core-periphery structure, are commonly assumed to be the result of eco-

nomic or social forces. Portugali’s (2004) paper shows that hierarchy and core-

periphery are basic perceptual-behavioral models with the implication that the hi-

erarchical or core-periphery structure of cities can be derived directly from first 

principles of cognition.  

A third finding of the above study is that the very capacity of humans to con-

struct cognitive maps implies that agents never come to the city tabula rasa.

Rather they come with some “image of a city” in mind. The latter might be a con-

ceptual cognitive map of the category city or a specific cognitive map of the cer-

tain city to which they come (c- and s-cognitive maps respectively). From this it 

follows that in many cognitive tasks and actions urban agents take top-down deci-

sions and not bottom-up, as is usual is urban simulation models.   

CogCity allows for this kind of spatial behavior to take place. An example of 

how such a model would look is given in the appendix of Portugali’s (2004) pa-

per. It starts, as is common in AB/CA urban simulation models, when new agents 

come to a city. In the above example, they are landowners or developers who are 

intending to buy an empty cell in the city and construct on it a building of a certain 

height and use. Each of them comes with a certain c-cognitive map “in mind” that 

refers to the overall structure of the city and with an aim to buy a parcel of land 

and construct on it a building of a certain height (4 to 8 floors) and use (residen-

tial, commercial, industrial, and so on).  

Examining the city from its c-cognitive map, the agent constructs an s-cognitive 

map of the city, which then serves as a basis for it’s subsequent spatial decision-

making process: a decision about the area of the city appropriate for the intention in 

mind; a decision about the appropriate cell in it and a decision about the height and 

function of the building on it. Figure 6 shows a typical outcome. The fact that the 

outcome is that of an ordinary city indicates the possibility that the structure of the 

city might be the outcome of basic cognitive capabilities that are at work prior to, or 

in synergy with, economic, social or political considerations. 
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Figure 6. A typical outcome from CogCity. 

The above properties of CogCity are three facets of the more fundamental nature 

of this model, which is that CogCity is another step in our attempt to simulate cities 

not only as complex self-organizing systems, but as dual self-organizing systems.

As noted previously (Portugali, this volume), similarly to E-languages, cities are 

dual self-organizing systems in the sense that their parts – the agents – are them-

selves complex systems. As further noted, the majority of students and modelers of 

the city as a complex self-organizing system tend to overlook this property. In 

CogCity, these two self-organization processes – one that takes place at the local 

level of individual agents and one that takes place at the global level of the whole 

city – are treated as two facets of a single, dual process of self-organization.    

2.2.2 3DCity 

This is a 3-dimensional urban simulation model currently under development. As 

noted in a previous article (Portugali, this volume), the rationale behind the devel-

opment of such a model is that several of the most significant urban phenomena, 

at all domains and scales, are directly related to the third dimension of the city. 

And yet, the vast majority of the models simulating the dynamics of cities and 

other artificial environments are essentially 2-dimensional, representing their envi-

ronments as a flat surface, that is, as a map. 3D models are available, but they usu-

ally refer not to the complex dynamics of cities but, rather to their final static 

form. The MultiGen and Skyline software now available at ESLab make the task 

of building genuine 3D urban simulation models feasible.  

We developed 3DCity as a superposition of two sub-models.  The first de-

scribes the dynamics of land- and property-owner agents. Their behavior and deci-

sions are only “2.5-dimensional” in the sense that their decisions regarding the 

third dimension are implemented on top of a 2D surface. That is, they buy land 

and decide the type and the height of a building to build on it. This sub-model can 

thus be seen also as a 3D visualization of an otherwise 2D dynamics.  Figure 7 

presents four snapshots from a dynamic model scenario that takes its input matrix 
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Figure 7. Four snapshots from the dynamics of 3DCity. 

from CogCity and visualizes it in 3D by means of MultiGen.3 The outcome of this 

model is a 3D urban structure, into which the second submodel adds the house-

holders that attempt to buy or rent apartments, shops and offices in the various 

floors. These are the genuine 3D agents that take decision by reference to other 

agents or properties below, above, and around them. The development of the first 

sub-model is about to be completed. 

2.2.3 ParkingCity  

This is the first AB simulation model developed in ESLab that refers to transporta-

tion and movement in the city (Birfur, in progress). Generally, the model simu-

lates the relation between car drivers, a given road network with its specific infra-

structure of parking facilities, and parking policies. The model’s agents mimic car 

drivers that can be programmed to exhibit a variety of behaviorial and decision 

making patterns. The road network and parking facilities are taken from urban 

GIS layers, and as a consequence explicitly represent the real world situation. 

Thus, given a certain road network, with a given infrastructure of parking facili-

ties, the model can simulate scenarios resulting from different parking policies and 

drivers’ behavioral patterns (Figure 8). 

                                                          
3 This computer application was developed by Ran Sarig. The dynamics of this model 

can be observed on our website: http://www.eslab.tau.ac.il
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Figure 8. A snapshot from a dynamic scenario of ParkingCity. 

2.3 Geographical Information Systems 

Standard GISs such as MapInfo and ArcInfo provide the foundations for ESLab’s 

GIS. The availability of the two afore-mentioned VR simulators immediately al-

lows for several new GIS applications. Figure 9 shows a snapshots from a real-

time simulated movement in the city of Tel Aviv, implemented via the MPI simu-

lator. The different colors of the buildings indicate varying properties referring to 

the various uses in each building, to ethnic or socio-economic characteristics of 

the buildings’ inhabitants and so on (the differences between the various floors 

can also be added). The user is allowed to move in this city in real time, to choose 

the means of movement – walking, driving, flying – as well as to shift from one 

means of movement to the other during the simulation. A nice feature in this simu-

lation (prepared by Benenson and Peretz) is that as one flies up and looks at the 

city from a greater distance, the visualization shifts from building base to larger 

block base. 
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Figure 9. 3D GIS of VR Tel Aviv implemented via MPI. 

Figure 10 shows a GIS application that makes use of Skyline. This project that 

was prepared for Tel Aviv University, and installed in its website, allows every 

Internet user in the world to visit VR Tel Aviv University.4 The visitor can choose 

between a “guided tour” or fly around the campus alone. The GIS part of the 

simulation shows up in two ways: via the labels – clicking on them gives informa-

tion about the various uses of each building – and by coloring buildings or whole 

areas. Other Skyline-derived GIS applications are described in detail below and il-

lustrated in Figures 14 and 15.  

Figure 10. A Skyline application of 3D GIS at VR Tel Aviv University.  

                                                          
4 http://eslab.tau.ac.il/flyover.html 
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3. Some products of ESLab’s RSS (Research Support 
System)

Employing the above GPSS as a RSS entailed several studies that further our un-

derstanding of “ordinary” artificial environments, while exploring the properties 

of virtual- or V-environments.  

3.1 InfoCity

This project is a follow-up of Haken and Portugali’s (2003) recent paper “The face 

of the city is its information.” The paper’s point of departure is Haken’s 

(1988/2000) distinction between semantic information and Shannonian informa-

tion. The first refers to the common usage of the term information, that is, to the 

meaning conveyed by a message, while the second to the notion of information as 

defined by Shannon’s information theory (Shannon and Weaver, 1949). As is well 

recorded (Haken, ibid.), Shannon has defined information as a pure quantity and 

with meaning exorcised.  

Commencing from the above distinction, Haken and Portugali (ibid) show the 

following: firstly, that different elements in the city afford different levels of 

Shannonian information; second, that the information afforded by the various ur-

ban elements can be measured using Shannon’s information bits; third, that the 

very ability to do so depends on qualitative cognitive processes (e.g. categoriza-

tion) that entail semantic information and fourth, that the above three properties 

are part of humans’ cognitive capabilities. These findings entail potential implica-

tions to a variety of issues that concern complex artificial environments. A partial 

list includes the following domains and issues: 

Legibility. The notion was first introduced by Lynch (1960) in his The Image
of the City. The above definition of information allows one to quantify, for ex-

ample, the overall legibility of a city and of specific urban elements in it.  

Transportation. One can now measure the amount of information conveyed 

by a city’s road network in general, and every single street in it in particular 

(see below).  

Planning. The above measures of information can provide an evaluation 

tool that can indicate, for instance, the impact of a newly proposed project (a 

building, a road, a park and so on) on its environment – Will it in-

crease/decrease legibility in the city? 

Navigation. Given a navigation task, one can now use the above measures 

of information to define the most significant, that is, informative, elements 

along the desired route. 
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VR environments. A VR environment such as a V-city, consumes a lot of 

computer memory space. As a consequence, when building such an envi-

ronment, the immediate dilemma is: how much realism to add to the simula-

tion. Too much will make the system very slow; too little, not legible. 

ESLab’s solution is to build one or a few generic elements (a typical build-

ing, landscape, etc. – see Figures 2, 4 above) and to detail the minimum 

number of elements needed in order to make the city legible. We are now 

working on a method that will define the quantity of marginal information 

gained by detailing another element and its marginal information utility. 

The aim of the InfoCity project is to realize the above potential. As a first step to-

wards this aim we have extended the notion of semantic information by adding to 

it a variant termed pragmatic information (Portugali, 2004a). While semantic in-

formation refers to meaning in general, pragmatic information refers to the action 

afforded by various urban elements. For example, all roads in Tel Aviv (Figure 

11) afford the action of driving. Of them, a large number of relatively short roads 

afford short moves, a small number of the roads also afford moving in between 

focal points in the city, while only a few roads allow driving short distances, mov-

ing between focal points and crossing the city from one side to the other. 

Figure 11. Different quantities of information bits afforded by the streets of Tel 

Aviv. 
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As shown in the above study, the quantity of information bits conveyed by each 

of the short roads is very small; the quantity conveyed by the medium-sized roads 

is much higher, while the quantity of information conveyed by the cross-city roads 

is the highest. It is further suggested that despite the fact that in Tel Aviv (as in 

any other city) each road is unique and differs from all other roads by its specific 

location, landscape and name, people will not be able to memorize most of the 

short roads but will have no difficulty memorizing each of the medium-sized and 

the cross-city roads. This was recently confirmed by an empirical study conducted 

by Omer et al, (this volume). 

A second example concerns two forms of legibility. Figure 12 shows the most 

legible building in a certain part of Tel Aviv. This building affords the highest 

quantity of information in that part of the city. It can thus be termed landmark in 

Lynch’s (1960) sense. The study upon which Figure 12 is based has identified also 

the buildings affording the highest quantity of information as they unfold before a 

person walking in that street. A specifically interesting finding of this study is that 

the same buildings afford different quantities of information to a person when 

walking up and down the very same road, thus illustrating the action-dependent 

property of pragmatic information. 

Figure 12. Buildings affording the highest quantity of information bits as they un-

fold before a person walking in the street. 

3.2 Cognition in real and virtual environments 

Nine studies can be mentioned here. The first, by Omer et al (this volume), sug-

gests a method to increase the legibility of virtual environments. The second, by 

Porat (2005), explores navigation and environmental learning in 2- and 3-

dimensional urban environments. The third, by Goldblatt (2005), explores the 

similarities and differences between real and virtual environments with respect to 

environmental learning and navigation. The fourth, by Winograd (in progress), 
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studies the relations between information, navigation and emotional effects. The 

fifth, by Munk-Vitelson (in progress), deals with infants’ spatial exploratory be-

havior. The sixth, by Kasakin (in press), focuses on cognitive aspects of urban de-

sign. The seventh, by Margalit (in progress) focuses on the role of discourse in 

shaping the face of cities. The eighth, by Hetna (in progress), studies the impact of 

agents’ behavioral patterns on the overall dynamics of cities. The ninth by 

Or (2005), empirically evaluates classical models of residential dynamics and seg-

regation.  

Preliminary findings indicate, firstly, that people have difficulty perceiving, 

learning and memorizing 3D environments, and that they tend to overcome this 

difficulty by perceptually cutting the 3D space into 2D slices (though they can still 

integrate spatial knowledge across levels - Porat, ibid). Secondly, that there are 

major differences between learning in real environments as opposed to in VR en-

vironments (Goldblatt, ibid). Third, that exploratory behavior, meaning, the inter-

nal drive to explore a new environment, is typical of human infants and, by impli-

cation, of humans in general (Munk-Vitelson, ibid).  Fourth, that analogies and 

metaphors play a central role in SIRN processes of design (Kasakin, ibid). Fifth, 

that discourse between professionals (architects, planners, etc.) and public dis-

course as it takes place in the media, play a central role in SIRN processes that 

shapes the face of cities (Margalit, ibid). Sixth, that agents’ tolerance towards their 

neighbors is a dominant variable in the decision-making process of location 

(Or, ibid). This finding is based on high-resolution data from nine Israeli cities. 

Seventh, that agents’ location decisions in cities are typified by the property of 

bounded rationality (Hatna, ibid). In developing his agent base model, Hetna 

makes use of Or’s finding regarding neighbor’s tolerance and thus, in his model, 

householder-agents of varying tolerance coefficients relocate in the city.  

4. Some products of ESLab’s PSS (Planning Support 
System)

4.1 PlanCity 

PlanCity can be seen as a PSS. Such systems are commonly composed of envi-

ronmental simulation models, GIS and visualization devices (Brail and Kloster-

man 2001, Brail, this volume). In this respect, the ESLab three-part system as de-

scribed above provides the building blocks for the ESLab’s PSS. To the above 

three blocks we add the cut, paste, plan (CPP) application currently under devel-

opment at ESLab (Roz, in progress). CPP allows the user to cut a section of the 

environment, replace it with another and examine and visualize the implications 

(Figure 13). 
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Figure 13. Steps in operating the CPP application: Cutting a portion of an open 

square in Tel Aviv (left), pasting a building in its stead (right); studying the impact 

of the new building on its environment (middle). 

All this is only part of the story, however. As noted earlier, our understanding of 

planning is related to the city as a dual self-organized system and to SIRN as the 

engine of its dynamics. This understanding led us to identify two groups of plan-

ners that are engaged in urban dynamics and the urban planning process: official-

professional planners and “latent planners” – that is, every agent that is active in 

the city. 

The idea of latent planners and their role in the city is the rationale behind the 

notion of democratic planning that is central to ESLab’s activities.5 The sugges-

tion is that since every urban agent is a planner on a certain level, it is essential 

both to supply the planners with updated planning information (planning authori-

ties often tend to refrain from supplying such information), and to be tuned to bot-

tom-up planning ideas and solutions. The story of the balconies of Tel Aviv de-

scribed previously (Portugali, this volume) is an example of such a bottom-up 

planning process.  

PlanCity is designed for both types of planners. When directed to professional 

planners it can act as an ordinary PSS. When directed to latent planners it can be 

regarded as a means to supply real-time on-line planning information to all latent 

planners-agents operating in a city.  

In a way our suggestion is an alternative to the conventional notion of public 

participation in planning. Our view of the usual notion of public participation is 

                                                          
5 The inauguration of ESLab in early 2001 was associated with a conference about “The 

democratization of planning in Israel” (See “about us” in the lab’s website 
http://www.eslab.tau.ac.il).
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rather critical; we see it as a paternalistic approach by which professional planners 

in a top-down manner allow the public to express its view about planning issues 

(Portugali, 1999; Alfasi, 2003). The projects AccessCity and CommunCity are ex-

amples of how planning information can become public domain. They are de-

scribed in the following section. 

5. Some products of the ESLab’s CSS (Community 
Support System) 

5.1 AccessCity 

The aim of this model is to develop measures of accessibility to focal objects in 

the city, such as public open spaces, schools, transportation nodes, community 

centers, and the like. Then, using our 2D- and 3D-visualization methodologies, to 

make this information available to every individual in the community. An example 

can be seen on our website: Levels of accessibility to public open spaces were cal-

culated for every building in the area of Jaffa and, using our GIS-Skyline model, 

were posted on the Internet (Nizry, in progress). Each agent in the city can now 

see the accessibility of any building to public open space (Figure 14). The notion 

of accessibility is closely linked to issues of social justice and the artificial envi-

ronment. Martens’ (in progress) research on transport and justice deals directly 

with this issue, with special focus on transportation.  

Figure 14. The accessibility of buildings in Jaffa to public open space –  

a Skyline application. 
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5.2 CommunCity 

This project provides public access to information regarding plans prepared by  

professional and official planning bodies. A case in point is an experimental web-

site that concerns the “Shefech Hayarkon” (Hebrew for Yarkon river estuary) pro-

ject in the north of Tel Aviv.6 This website provides the relevant information 

about the area and the project (history, current situation, land use maps etc.); it en-

ables users a VR flight over the area, and to observe it in 3D as it is now, as it will 

be when alternative A is implemented, as it will be when alternative B is imple-

mented and so on. It further provides the users with a GIS covering various 

themes and data, a forum in which they can ask questions and discuss the project 

among themselves and an on-line questionnaire enabling them to comment and 

give feedback on the various alternatives. All these in a high level of virtual real-

ism that was made possible by the ESLab system described above. Figure 15 illus-

trates the main components of CommunCity.  

As noted, the aim of both AccessCity and CommunCity is to use advanced 

communication technology to make planning information public domain. How-

ever, we are fully aware that such technology is not available to everyone in the 

community, especially not to those who might need it most. Though it is likely 

that in the future more people will have access to such technology, one has to take 

into consideration that this access will always be limited. In other words, technol-

ogy alone will not democratize planning. Rather, technology must be seen as be-

ing one among several means toward this aim, including the action and initiatives 

of the civil society and changes that must be made in the very structure of the 

global, top-down planning process.  

With respect to civil society, it can be said, firstly, that while the chances of so-

phisticated planning information technology becoming accessible to the public at 

large are rather slim, there is no doubt that they are already, and in the future will 

be even more, accessible to NGOs and the many other organizations that compose 

civil society. Second, that one aspect of the second urban revolution noted previ-

ously (Portugali, this volume), with its link to globalization and the decline of the 

welfare nation-state, is the rising power of civil society, which takes over many of 

the roles of past welfare states and as such already plays an important role in the 

democratization of planning. 

With respect to changes in the structure and process of planning, it must be 

noted that ESLab is currently engaged in a project sponsored by the Israeli Minis-

try of Housing and Construction called “A New Structure to the Israeli Planning 

System.” The first stage of the project was to build a new model for the procedural 

and legislative planning process that will be democratic in the sense noted above; 

it will allow a free flow of top-down and bottom-up planning ideas, initiatives and 

actions. The second stage is to adapt this model to the Israeli planning reality and 

suggest it as an alternative to the current planning law.  

                                                          
6 http://www.eslab.tau.ac.il/yarkon.htm – in preparation by Talmor (in progress). 
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Figure 15. The main components of CommunCity: A VR flight over the plan-

ning area as it is (a) and over the area according to alternative A (b). An example 

of an interactive GIS (c). 

Concluding notes 

The structure of ESLab as described above is typical of several laboratories and 

research centers built during the last two decades. In fact, several of the contribu-

tors to this book are representatives of such centers: Batty from CASA, London; 

Pumain and Sanders from UMR Géographie-cités, Paris; Timmerman and Arentze 

from DDSS, Eindhoven; Bodum from the Centre for 3D GeoInformation, Aal-

borg; Semboloni from CSCD, Florence and Kwartler from ESC New York. Typi-

cal to such laboratories and centers is the use of state-of-the-art technology, which, 

while creating an exciting potential also raises concerns and doubts. These have 

been discussed at some length in pervious papers and include: the need to deepen 

our understanding regarding natural versus artificial environments (Haken, this 

volume), the increasing significance of visualization (Batty et al, this volume), the 

problematics of shifting ideas from the natural to the human domain (Pumain, this 

volume) and the tension between the technological ambition to achieve high real-

ism and the need for explanation and understanding that require information re-

duction (Portugali, this volume).  

In closing this paper it is appropriate to add to the above list two issues that 

were only partly discussed so far. The first is the issue of social responsibility. 
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State-of-the-art technology is by its nature a double-edged sword: While it can be 

a means to increase democracy and genuine public participation in planning, it can 

also become just another tool for only the strong sections of society. Much de-

pends on the choices made at the level of individuals and research groups: what to 

study, what kind of tools and applications to develop, what research grants to 

submit and so on.  

The second issue concerns what one might call “the deeper message” of the 

new media we are using – namely, complexity theory, agent base simulation mod-

els and advanced information and visualization technologies. Beyond being ad-

vanced theories, methodologies and technologies, these media carry with them an 

implicit message that emphasizes the role of individual agents in determining the 

structure of cities, and that requires an explicit consideration of the qualitative re-

lations between urban elements and urban agents. At the core of every AB/CA 

model is a parameter referring to the question “what are the relations between a 

cell, a building, or any other urban element, to its neighboring cells, buildings or 

elements?” But as the history of urban modeling and planning indicates, the ques-

tion of “what are” the relations cannot be detached from the issue of “what should 

be” the relations. In other words, the new media carry with them a need to expli-

cate the qualitative dimension of urban dynamics and planning. 
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Part three: 
Urban simulation models 



Geosimulation and its Application to Urban 
Growth Modeling 

Paul M. Torrens 

Abstract. Automata-based models have enjoyed widespread application to urban 
simulation in recent years. Cellular automata (CA) and multi-agent systems (MAS) have 
been particularly popular. However, CA and MAS are often confused. In many instances, 
CA are paraphrased as agent-based models and simply re-interpreted as MAS. This is inter-
esting from a geographical standpoint, because the two may be distinguished by their spa-
tial attributes. First, they differ in terms of their mobility: CA cannot „move”, but MAS are 
mobile entities. Second, in terms of interaction, CA transmit information by diffusion over 
neighborhoods; MAS transmit information by themselves, moving between locations that 
can be at any distance from an agent’s current position. These different views on the basic 
geography of the system can have important implications for urban simulations developed 
using the tools. It may result in different space-time dynamics between model runs and may 
have important consequences for the use of the models as applied tools. In this chapter, 
a patently spatial framework for urban simulation with automata Tools is described: Geo-
graphic Automata Systems (GAS). The applicability of the GAS approach will be demon-
strated with reference to practical implementations, showing how the framework can be 
used to develop intuitive models of urban dynamics. 

1. Introduction 

The practice of model-design, model-building, and the application of models in 
the geographical sciences is in the midst of a transformation. Recent shifts in the 
art and activity of spatial simulation may be considered as the end-result of a dec-
ade or so of research and development, currently gathering critical momentum. 
This is manifest, most vividly, in the emergence of a new class of models, and a 
new generation of applications, an approach that some authors have begun to refer 
to as geosimulation (Benenson and Torrens 2004a; Benenson and Torrens 2004d). 

In this chapter, we will explore the concept of geosimulation, in the context of 
its use in building urban models. We will introduce a new methodology for con-
structing geosimulation models, focused on the idea of spatial automata devices—
what we call Geographic Automata Systems. We will also demonstrate the use of 
these techniques for urban applications, referring to the development of simula-
tions of urban growth. 

In section 2 geosimulation is discussed as a new approach to simulation, which 
is defined more concretely in section 3. Automata are introduced in section 4 as 
the favored modeling tool for geosimulation work. In section 5, it is argued that 
there is strong need for a patently spatial set of geosimulation tools (elsewhere in 
this volume, Benenson and colleagues describe software for this very purpose). 
Our work in this area is introduced in section 6, with reference to Geographic 
Automata Systems. The problem of modeling urban growth—sprawl in particu-
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lar—is discussed in section 7. Naturally, we argue for a geosimulation approach 
and we describe an urban growth model based on geosimulation ideas, and built as 
a Geographic Automata System, in section 8. The practical use of this model to 
explore growth phenomena is described in section 9, before concluding remarks 
appear in section 10.  

2. Geosimulation as a new trend in spatial simulation 

There is a distinguished lineage to the development of spatial simulation method-
ology, and geosimulation represents what we might consider as the new wave of a 
long line of spatial simulation developments. The idea behind geosimulation is 
best considered in terms of the distinction between that approach to modeling and 
what may have come before it. The distinction between older and newer is not 
discrete; very little is in the world of geography.  

More conventional spatial simulation is perhaps aptly considered as dealing 
with the exchange of entities and activities between relatively coarsely-considered 
units of space, and describing those exchanges in relatively aggregate terms. That 
is a naïve characterization, but it is only intended to serve a comparative use. By 
means of contrast, we can consider newer-style approaches—our notion of geo-
simulation—as extending, substituting, and supplanting conventional models. The 
geosimulation approach is more likely to be characteristic of models that handle 
massive quantities of geographic entities, each represented at an atomic (individ-
ual and independent) scale of consideration. Exchanges of and between these enti-
ties is mediated by the connections that exist between elementary components of 
geographical systems, considered dynamically and interactively. Our ability to 
simulate geographical phenomena has advanced to the point where entity-level 
behaviors can be translated, directly, into artificial computational environments—
code. That code can be used to generate and play with incredibly life-like geo-
graphic systems—spaces, phenomena, entities—in completely artificial simulated 
environments; in silico, as Steven Levy might refer to them. 

Of course, the distinction between possessing the ability to do something, and 
actually doing it, is rather important in simulation contexts. Spatial models are 
hungry things and developers must feed them data, methodology, and tools, before 
they can get them to perform any tricks. We think our Geographic Automata Sys-
tems can help. 

Abstracting from geography for a moment, geosimulation could be thought of 
in terms of broader trends in general simulation. We might draw analogies be-
tween geosimulation and parallel developments in the social and physical sci-
ences: bottom-up modeling as an alternative or extension of top-down simulation 
(Epstein, 1999); open and transparent simulation in lieu of black-box modeling 
(Wiener, 1961); notions of phenomena as complex adaptive systems (Johnson,  
2001), etc. The contribution of geographers to these developments is significant. 
Geographers are building new tools within a larger simulation community (Dibble 
and Feldman, 2004), some open source in nature (Clarke and Gaydos, 1998), and 
others to be shared as software (Benenson et al., 2004; Semboloni et al., 2004). 
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The contribution of geographer’s ideas to a growing debate about real-world sys-
tems should not be under-estimated; space is beginning to feature prominently in 
cross-disciplinary theory-building and testing in this context (Gimblett, 2002). 
Rather than poaching methodologies, tools, and ideas from other fields; geography 
is beginning to have a significantly reciprocal influence across a wide range of 
fields on the outskirts of its interests. To a certain extent, geosimulation is a cata-
lyst for this activity. 

3. Defining geosimulation 

We have devoted lots of dead trees to specifying geosimulation as a modeling ap-
proach, and readers that are particularly interested in that material might wish to 
read some of that work (Benenson and Torrens, 2004a; Benenson and Torrens, 
2004c; Torrens, 2004). Put succinctly, geosimulation might be defined with refer-
ence to its explicit attention to space and geography, both methodologically and in 
terms of its intellectual foundations. 

First, we can consider issues of representation in geosimulation models. 
Whereas more conventional spatial modeling handles representation of geographic 
units in a relatively aggregate fashion, geosimulation-style models are more judi-
cious in their representation of geography. The traditional consideration of aver-
age and spatially-modifiable geographical units or (statistically) mean individuals 
is replaced in geosimulation; units are regarded, instead, as spatially non-
modifiable entities, with individual descriptions and independent functionality. 
Where aggregates are considered, they are more than likely formulated genera-
tively, built from the bottom up by assembling individual entities for the purposes 
of accomplishing an aggregate task or amassing an aggregate structure. 

Second, the treatment of behavior in geosimulation models is important. Under 
the geosimulation approach, simulated entities are often individual; likewise, they 
are commonly independent and autonomous in their behavior. From a synoptic 
perspective, the behavioral focus is often on disaggregate interactions in a systems 
setting. The independence is significant; attention turns to the specification of in-
dividual-level behaviors, and immediately this casts the developer’s attention to 
issues such as cognition, motivation, mobility, etc. Independence has further im-
plications for considering space-time dynamics; we will discuss this in more detail 
shortly. The move toward autonomy in behavior simulation is also noteworthy; 
entity behavior is not necessarily treated as homogenous across the system being 
considered: coffee in the city, but cocoa in the suburbs. Moreover, and borrowing 
from complexity studies, collective behavior is often modeled as a by-product of 
spatial interaction; communities emerge as a function of neighbor interaction, for 
example, with interaction defined in terms of a range of behaviors from perception 
to budgeting (Torrens, 2001). 

Third, geosimulation is markedly distinct in its treatment of time and dynamics, 
particularly so when compared against more conventional techniques that are 
popularly employed in spatial simulation. Under the geosimulation approach, 
models are commonly designed as event-driven, rather than time-driven. Time in 
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such simulations moves within discrete packets of change, based on the internal 
clocks of simulated components. When put together to form a system, update of 
these clocks may be synchronous or asynchronous; the methodology is relatively 
flexible in this regard. 

4. Automata as the favored geosimulation methodology 

Methodologically, geosimulation research and development has been dominated 
by automata-based approaches to model-building. Cellular automata (CA), and 
their sibling multi-agent systems (MAS), are particularly popular (O'Sullivan and 
Torrens, 2000; Torrens, 2002a, 2003, 2004; Torrens and O'Sullivan 2001). We 
would like to argue that an approach based on spatial-specific processing de-
vices—Geographic Automata—is perhaps more appropriate for geographic re-
search. Let us examine automata before we begin that discussion. 

At its heart, an automaton is a processing mechanism (whether tangible, or 
mathematical). It is a discrete entity endowed with some structural variables 
(states) and capable of receiving similar information as input from the outside 
world. A given automaton’s states change over time (transition) according to a set 
of rules; these rules evaluate the internal state of the automaton at a point in time 
and the information input to the automaton at the same time, to determine the 
automaton’s state in a subsequent point in time (Figure 1a). Changes to automata 
states operate in a discrete temporal domain. Alan Turing’s hypothetical comput-
ing device is a classic example. 

a) b) 

Fig. 1. (a) An automaton changes state (color) between two time steps, based on input. (b) 
Varying cellular automata neighborhood configurations in a 2D cell-space. 
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Cellular automata are an extension of the automata concept, in which the space 
in which an automaton resides becomes important to the specification. CA are an 
arrangement of connected individual automata, arranged to form a partitioned 
space. Think of the pixels on a TV screen and you have the general idea. Each unit 
in the partition is an automaton as described previously. However, input is now 
drawn from other automata in a localized area around a given automaton—the 
neighborhood (Figure 1b). 

Multi-agent systems are also automata, although the term has become quite ge-
neric in recent years. MAS are generally endowed with some agency; various state 
variables and transition rules are introduced to lend agent-automata life-like quali-
ties, for example for use in Artificial Intelligence research (Ferber, 1999). In social 
science, agency is generally expressed with reference to decision-making and 
choice behavior (Kohler and Gumerman, 2001), cooperation and conflict (Epstein 
and Axtell, 1996), economic reasoning (Luna and Stefansson, 2000), etc. In other 
fields, agency is used to mimic insect (Bonabeau et al., 1999) and animal behavior 
(Meyer and Guillot, 1994), and to specify Internet bots (Leonard, 1997) and Web-
crawlers (Pallman, 1999). Agents pop up in all sorts of places, from Lord of the 
Rings films to Xbox games. In general social science contexts, agents are usually 
non-spatial in nature. This is not so in geographical contexts, where agency relates 
quite closely to the mobility of agents in a simulation. This is one of the distin-
guishing factors between CA and MAS in geographic research; agents may be de-
signed with the ability to move within a simulated space—and carry their state in-
formation and rules of interaction with them as they do so. CA, by contrast, are 
static in their lattice space; they may diffuse information to neighbors, but they 
cannot alter their position. The distinction is important, at least to geographers. 
We would like to argue, in fact, that the distinction is so important as to warrant a 
whole new class of automata—what we call Geographic Automata. 

5. Why we need geographic automata 

Considering my own needs as a model developer, I generally need my model to 
support some key components of the systems that I wish to simulate. Likely, my 
needs are quite similar to those of the reader. Of course, I deal mostly with human 
geographical systems, so my wish-list is understandably biased in that direction. 
Entities in the model generally need to be distinguishable in terms of the space in 
which they are situated (or bounded). A flexible expression of the spatial relation-
ships between entities is desirable. Generally, entities in my simulations have 
some form of mobility, and so I need to be able to track them as they wander 
around a simulated space, or as their occupation of that space alters. Similarly, I 
need to be able to describe their behavior, whether spatial or non-spatial. 

The trouble with the automata approaches that I outlined in the previous section 
is that none of them is capable of supporting this sort of functionality in a cohesive 
manner. CA are handicapped by their inability to simulate true movement. The ve-
locity of information transmission could be approximated in some fashion, but a 
cell will never be able to uproot and jump around its lattice. MAS can do all of 
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this, but much of the current MAS methodology underestimates the importance of 
space and movement behavior. As desirable as mobility methodology might be to 
a geographer such as myself, MAS have other shortcomings; agents cannot be 
fields, for example. 

Geography is all about the behavior and distribution of things in space, and dif-
ferent things in different spaces. When we throw time into that soup, we have to 
consider all of this in the context of space-time dynamics. Why not fall back on 
our geosimulation approach, infusing spatial properties into the aforementioned 
automata tools? We might, for example, adopt a fully automata-based view of 
geographic systems, fabricating systems, from the bottom up and using building 
blocks fashioned as geographic automata. Relying on notions such as emergence 
(Johnson, 2001) or network theory (Watts, 2003), we might relate these building 
blocks to each other as a Geographic Automata System.  

6. Geographic Automata Systems 

Based on our understanding of geographical systems, we can extend the automata 
idea with space-specific functionality to account for the general needs of geo-
graphical modelers. We have actually explored the suitability of the following ap-
proach for general urban modeling, at least, and it seems sufficient for most needs 
that we can consider (Torrens and Benenson, 2005). The usefulness of the ap-
proach for modeling urban growth will be demonstrated shortly, but first let us de-
fine what we mean by a Geographic Automata System. 

A Geographic Automata System retains all of the basic functionality of auto-
mata, CA, and MAS: 
• States 
• State transition rules 
• Neighborhoods 

To this mixture, we add some peculiarly geographic functionality: 
• A typology, describing automata types 
• Neighborhood transition rules 
• Dynamic location conventions 
• Movement rules 

The result is a unique class of automata, somewhere beyond CA and MAS, 
with a dash of Geographic Information Science. The former set of functionalities 
outlined above now hinge on the latter set—state, state transition rules, and 
neighborhoods are formulated on the basis of automata type, neighborhood transi-
tion rules, location conventions, and movement rules. As ever, all of these compo-
nents are dynamic with respect to time. In a simulation context, exploration with 
the Geographic Automata Systems then invokes qualitative and/or quantitative in-
vestigation of the influence of these components on system behavior; the ability of 
the framework to support representation of geographical systems; and specifica-
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tion of the spatio-temporal behavior of geographic entities in an artificial Geo-
graphic Automata System simulation environment. The Geographic Automata 
Systems idea expressed here is a framework for modeling, but it can be used to 
build models and software for spatial simulation. Thus far we have begun to con-
struct minimal, but wholly sufficient, simulations based on the framework 
(Benenson and Torrens, 2004b). In addition, Benenson and colleagues have used 
the framework as the basis for a library of urban simulation tools (Benenson et al., 
2004). Before describing one such modeling example in more detail, let us explain 
the concept in fuller detail. 

In the framework, we allow for typologies of Geographic Automata. In our own 
work thus far, we distinguish between fixed and non-fixed Geographic Automata 
(GA). Fixed GA are used to model entities that do not change their location over 
time (although their spatial extent may change in size—shrink or grow, for exam-
ple—or shape). In an urban context, such entities might be roads, land parcels, or 
parks. Considering the list of functionality outlined previously, fixed GA may 
succumb to the influence of state and neighborhood transition rules, but not those 
of motion. Non-fixed entities are those that have the ability to change their loca-
tion in space and time. Again, in an urban context, we might think of pedestrian 
walkers, migrating renters, or subway trains. The full range of rules may be ap-
plied to non-fixed GA; location conventions and movement rules are of obvious 
importance, but neighborhood rules take on a curious form when entities are mo-
bile with respect to other entities, and here the fixture of those GA becomes sig-
nificant. The movement of a car relative to other cars as opposed to that relative to 
a traffic light is one example you might consider. The distinction is equally impor-
tant when employing algorithms, mathematics, or databases in their representa-
tion. 

GA may also possess state descriptors and state transition rules, as with auto-
mata, CA, and MAS. Once again, these may be dynamic with respect to time and 
space. Their formulation in Geographic Automata Systems differs, however. State 
transition depends on input from fixed neighborhoods in the context of automata 
and CA. So, cells appear to magically mutate within a lattice. This is fine for de-
scribing phenomena such as local-scale urban decline, but less so for other scenar-
ios—migration is an obvious example. If we consider a model with fixed and non-
fixed GA, however, state transition falls under the additional influence of the spa-
tial behavior of other objects in the system, or even within the cell.

Indeed, the addition of functionality to enable, determine, and describe move-
ment of GA within the system opens up all manner of possibilities for developing 
spatial models, and using them to test theories and simulate phenomena of interest. 
Movement, and its representation in a simulation context, is a popular research 
thread in fields peripheral to geography; the video game industry is one example 
that springs to mind, with an emphasis on movement choreography (Reynolds, 
1999). It seems obvious that geographical simulations should accommodate that 
sort of functionality, as well as adding unique geographical theory and method-
ologies relating to mobility, search behavior, way-finding, etc. Movement rules 
have thus been added to the framework. Indeed, as we will demonstrate later, they 
become a key ingredient of our urban growth models. 



126      Paul M. Torrens 

The introduction of functionality to support movement necessitates inclusion of 
components to track the location of entities and objects in simulated spaces. Con-
sidering a typology of geographic entities that is based on fixture, location con-
ventions should be amenable to supporting entities of fixed and non-fixed type, 
their stable and mobile locations, as well as facilitating evaluation of relationships 
between the two on the basis of those conventions. In the examples that we have 
developed thus far, we allow for two varieties of location convention. Direct loca-
tion is specified rather obviously in terms of the current location of an entity in the 
system, and this might relate to a coordinate point, additional height information, 
centroids, a network location, or a set of vectors bounding a polygonal coverage. 
Location by indirect means is somewhat more complicated, and we have formu-
lated this by means of pointers. An entity has its own location conventions, as well 
as an additional set of location primitives that express its location relative to other 
objects or entities. Two brothers might duplicate the same location when at home 
in their townhouse, but an indirect pointer will be employed to convey the exis-
tence of that relationship as they separate in space, for example when they go to 
different nightclubs on a Friday evening. 

This brings us to the issue of neighbors and neighborhood rules. Neighbor-
hoods feature in CA models, as described previously. Similarly, agents in MAS 
may have neighbors. In CA models, neighborhoods are usually static and symmet-
rical. They are not really suited to describing dynamic spatial relationships be-
tween objects and their variance in space and time. The neighbor concept in MAS 
is more flexible; flying or swimming Boids may have nearest neighbors for exam-
ple (Reynolds, 1987). However, geographers’ interest in neighborhoods is much 
broader, encompassing notions such as adjacency, connectivity, and proximity that 
are not always geometrical in form. A generalized framework for describing such 
concepts is needed. We allow for such functionality in the Geographic Automata 
System framework, by separating neighborhoods and neighborhood rules that 
govern the ways in which those neighborhoods might change in space in time, as 
Voronoi relations, social networks, leader-follower partnerships, etc. There may 
be instances in which these are non-spatial, or a mixture of spatial and non-spatial. 
Consider a household example. Neighbor relations could be expressed in terms of 
family ties: parent-to-child, sibling-to-sibling. As family members go about their 
business over the course of a day, the spatial relations between these people will 
change (or not; siblings may go to the same school), but the family tie remains. If 
there is a new birth in the family, the family tie will be altered, again non-
spatially. As children grow and leave for university, they are de-coupled from the 
household space and interaction may take on a new form (email, phone). If the 
family fissions, both spatial and non-spatial relations may change yet again, with 
parents divorcing and moving apart. The neighbor and neighborhood rules need to 
be flexible to accommodate these sorts of behaviors. 

Next, let us illustrate the use of these components in a unified manner, to build 
models of urban growth and to run simulations of suburban sprawl. 
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7. An application to simulating sprawl 

We have built the modeling framework to be discussed using a geosimulation ap-
proach, and on the basis of a GAS foundation. The model is designed to simulate 
urban growth. Under simulated conditions, city-systems evolve from initial seed 
settlement sites, going on to urbanize through compaction, polynucleation, infill, 
inner-city densification and decline, and peripheral suburban sprawl. We have de-
signed the model as an artificial laboratory to test ideas and hypotheses about 
sprawl in particular.  

A lengthy discussion about sprawl is somewhat beyond the general remit of this 
text; the reader should consult Torrens & Alberti (2000) for more substantial 
treatment of the topic. Put succinctly, sprawl refers to a phenomenon that is par-
ticularly prevalent (and popularly studied) in the United States. Sprawl is suburban 
growth, first and foremost, understood to extend peripherally around cities in 
swaths of development that are much lower in density than the core area of the 
city in question; it is also much more scattered in its spatial distribution.  

Sprawl has a number of empirical characteristics. It is also manifest with lots of 
softer, non-quantifiable, characteristics; consult the literature in architecture and 
urban design for examples (Calthorpe et al., 2001; Duany et al., 2000; Duany et 
al., 2001; Katz, 1993). A minimal set of descriptors of sprawl might well include 
measures of density (of population, employment, or some other activity); the func-
tionality of urban space in the city-system; spatial distribution or structure of the 
urban extent; and dynamic attributes that would allow all of these things to change 
in space and time. Moreover, these characteristics may be important at varying 
scales of observation or consideration. 

The potential causes of sprawl are numerous and hotly debated (Ewing, 1997; 
Gordon and Richardson, 1997a). In fact, evaluation of the veracity of debated fac-
tors might be one of the goals of a sprawl model. System growth is very important 
as a sprawl mechanism; it sets the metabolism of the city and sprawling cities are 
generally either fast-growing in absolute population totals, or fast-growing in the 
decentralization of that population to the city’s periphery (even if it means leaving 
a donut hole in the center of the city). The distribution of that growth is particu-
larly significant, and this is what distinguishes sprawl from general suburbaniza-
tion in most instances. The distribution of sprawl is low in density, scattered in na-
ture, rapid in its appetite for land, and is almost always manifest on the periphery 
of the main urban mass.  

Space and geography, then, are absolutely essential to consideration of sprawl. 
But representation of the spatial components of sprawl necessitates a uniquely 
spatial modeling approach. Not surprisingly, we would like to argue that sprawl is 
an ideal test-bed for geosimulation and GAS; similarly, geosimulation and GAS 
offer much potential for generating and testing ideas relating to sprawl. Let us try 
to demonstrate that with a modeling example. 



128      Paul M. Torrens 

8. Model description 

We have constructed an urban growth model, formulated on the basis of a Geo-
graphic Automata Systems engine, as mentioned, with components of the model 
formulated in that scheme: a typology of fixed and mobile geographic automata, 
each described in space and time by means of a set of state variables, state transi-
tion rules, geo-referencing conventions, movement rules (if mobile), neighbor 
conventions, and neighborhood rules. 

The typology delineates two types of geographic automata—fixed and mobile. 
Fixed GA correspond to landscape and infrastructure elements. The simulated 
space is characterized as a landscape, until developed into urban infrastructure by 
the other—mobile—type of GA in the model. Mobile GA serve as the agents of 
change in the simulated system. They are designed to mimic developers and set-
tlers, wandering the landscape with informed behaviors, converting it from non-
urban to urban uses, and depositing population as they proceed. In this way, then, 
fixed GA act as a container for mobile GA; the landscape supports settlement 
through urbanization. 

Fixed GA may also be designated as gateways. Essentially, gateways serve as 
an entry-point to incoming growth (population) to the simulated system. A priori,
certain sites are designated as gateways in the simulated city, corresponding to the 
initial seed locations from which an urban system evolves. Gateways may also 
manifest over the course of a simulation run—during run-time—and this is used to 
denote the emergence of new centers of urbanization within the city-system as it 
evolves. Whereas the seed gateways are used as a proxy for exogenous in-
migration to the city-system, run-time gateways are used to generate endogenous 
growth (and decline) within the city. 

A set of state variables are used to introduce a minimal set of relevant charac-
teristics of the evolving urban system: whether or not a GA is a gateway, the de-
velopment condition of the simulated landscape, and the state of its settlement. 
Fixed GA units are endowed with variables to describe whether they are develop-
able or not; this allows for space to be delineated as functional (suitable for ur-
banization) or not. Similarly, those units are described with an additional variable 
to indicate whether they have been developed. The end result of urbanization in 
the model is settlement of a fixed GA with some volume of population; a popula-
tion count variable is thus introduced to denote the number of people residing on a 
given fixed GA unit. Because fixed GA are equal in size in the simulation, this 
may be interpreted as a population density state. 

Of course, all of these variables are dynamic with respect to space and time. 
Change takes place in the model through general state transition rules, as well as 
the movement activity of mobile GA units. One of the interesting features of em-
ploying a GAS-based approach to modeling urban growth is that much of the state 
transition functionality that appears in traditional CA-style urban growth models 
(Clarke and Gaydos, 1998; Engelen et al., 1995; White and Engelen, 2000; Xie, 
1994; Yeh and Li, 2000) can actually be handled through movement rules, thus 
avoiding the sort of methodology that would have cell states mutate magically 
within a lattice, rather than initiating as the result of agent-based activity within
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them. Consequently, a handful of general state transition rules are employed. A 
dispersal function is used, to distribute population very locally between fixed de-
veloped GA units, within a small neighborhood radius. This neighborhood is 
specified in an eight-cell Moore configuration and the dispersal works by diffus-
ing a percentage of population within that neighborhood to a target cell. This dis-
persal actually works in two directions: growth is diffused between neighbors, but 
so too is decline. If the average population in the neighborhood is below the value 
in a target cell, the total in the reference cell will decline accordingly. In this way, 
then, phenomena such as urban blight and gentrification are handled, albeit in a 
proxy manner. 

A number of georeferencing conventions are used in the model, to situate im-
portant features in the model, such as seed gateways, and to track the movement of 
mobile GA as they propagate through the system. Georeferencing is performed by 
direct and indirect means. The actual coordinates of modeled entities within the 
simulated space are noted by fixed means, as (x,y) coordinates on a Cartesian 
plane with origin in the centroid of the simulated space. If a GA is fixed, these co-
ordinates will not change; if it is mobile, the coordinates will be updated to reflect 
shifts in their position. Indirect georeferencing is employed with respect to mobile 
GA and the seed gateways from which they originate. As a mobile GA moves 
through the simulated landscape, its direct location will change, but it retains a 
pointer to the seed gateway from which it originated in the system. This designa-
tion remains with the GA as long as it is present within the system. 

Movement rules constitute the real work-horse of the model. The rules are de-
signed to mimic proposed drivers of sprawl, as discussed in the literature. Specifi-
cally, we use the geographic factors understood to be responsible for sprawl in 
American cities as inspiration for the formulation of the movement regimes. Thus, 
we have specified a variety of forms of movement for the modeled developer-
settler GA. Growth enters the system either from exogenous or endogenous 
sources, and that growth is distributed spatially over the urbanizing landscape us-
ing mobile GA (Figure 2).  

Compact development regimes are mimicked by immediate and nearby move-
ment rules that see mobile GA develop fixed GA in small eight-cell and 24-cell 
neighborhoods of influence. The compact rules correspond to the sorts of devel-
opment that might take place early in the evolution of a city-system, when space is 
considered with relatively less premium than may be the case at a later stage in the 
city’s growth. The compact rules also mimic conventional New Urbanist ideas 
about denser forms of development (Katz, 1993). The compact movement rules 
lead to relatively small clusters of dense settlement. 
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Fig. 2. . A conceptual diagram of the urban growth model engine. 

More linear forms of development, such as that which might flourish around 
transport corridors or flanking arterial highways, are modeled using two other 
movement rules: an irregular and road-like movement regime. The irregular func-
tion is used to simulate the sorts of development features that might occur when 
development is constrained to an irregular linear process due to natural or political 
boundaries. This rule leads to a dendritic form of development, much like that 
generated by diffusion-limited aggregation (Batty et al., 1989) or random walks 
(Batty and Longley, 1994). The road-like movement rule is used to grow roads in 
a simulation. Rather than having roads pop-up out of the ether, the rule is formu-
lated in a chained node and link manner, whereby a developing GA moves over 
the landscape, laying down nodes to be connected; these nodes are then linked by 
linear strips of development, thereby mimicking road-like urbanization. This is 
particularly useful in simulating ribbon-sprawl, i.e., sprawl that tends to feature in 
linear swaths buffering major roads on the periphery of cities. 
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Fragmentation is a major feature of conventional suburbanization; as mentioned 
previously the notion of scatter is crucial to sprawl. Scattered development on the 
periphery of cities, at lower-than-average densities of settlement, is now common-
place in many American cities. It is largely a by-product of speculative land de-
velopment (Bahl, 1968), often in areas that were previously devoted to agricultural 
use. In a sense, the formation of edge cities (Garreau, 1992) is also a process of 
scattering, albeit on a larger scale of consideration. Scattered development is mim-
icked by means of a leapfrog movement rule, whereby a mobile developer GA can 
skip ahead of the main urban mass and settle sites outside of that periphery. 

The movement rules may also be combined, so that a leapfrog movement may 
be followed by a road-like movement or a compact movement, or other such com-
binations. 

Thus far, we have covered specification of the model as a Geographic Auto-
mata System, referring to the typology of entities in the model, the set of state 
variables used, state transition rules, georeferencing conventions, and movement 
rules. The final set of components that we need to describe relate to spatial rela-
tionships in the model: neighborhoods and neighborhood rules. As mentioned with 
respect to the compact movement rules, variable neighborhoods are employed in 
the model and these allow for different areas of influence for development and set-
tlement to be introduced. In addition, action-at-a-distance is also supported, as in 
the case of the road-like and leapfrog movement rules. In this way, then, the influ-
ence of a given GA may extend beyond the neighborhood filter. 

Neighborhood rules are employed in a rather simple fashion. The actual shape
of a neighborhood does not vary as the simulation evolves, mobile GA just choose 
to employ varying sizes of neighborhood, and this choice is tied quite simply to 
the movement rule that they are ordered to employ in a given place at a given 
time. 

This brings us to broader issues of time and dynamics, and their use in the 
model. Time is discrete in the model; it moves in packets or bundles of change. 
These bundles are characterized as a simulated year in the simulation we will pre-
sent shortly. In this sense, time is event-driven. Each packet of change (a year) 
may involve hundreds of individual transitions and movements, and these move-
ments will proceed based on their own internal clocks. A road-like movement rule 
will take up many cycles of the CPU’s clock, whereas the in-migration of growth 
to a gateway may take up only a handful of cycles. The volume of activity that oc-
cupies a single temporal packet will understandably grow as the simulated city 
fills with more and more people—more and more agents of change. But, by en-
capsulating these dynamics within events time will appear to flow quite organi-
cally within the simulation. There is also some theoretical justification to this ap-
proach to dynamics in the model. Different processes have different cycles and we 
wished to accommodate that functionality. The mechanisms designed to diffuse 
growth and decline between fixed GA are slower (in event time) than those em-
ployed by movement rules; the lifecycle of development and settlement events is 
shorter than that of neighborhood transition through gentrification and decline. 

Finally, the model works in a constrained fashion. The state variables for de-
velopable or not-developable conditions allow for the simulated space to be de-
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vised as functional (open to development) or non-functional (closed to develop-
ment, for example, if the area is a large water mass). Automata models are known 
to be very sensitive to initial parameterization, and urban growth CA are quite 
sensitive to the specification of seed sites. Seed gateways are thus introduced with 
some a priori understanding of where the model developer would like the city-
system to start growing, although other rival sites may emerge over the course of a 
simulation run. The general metabolism of a simulation is constrained by use of 
these seed gateways; at each time-step in a simulation run, a volume of growth is 
metered to the simulation. Although the actual spatial distribution of that growth is 
left to the model, the general rate of exogenously-derived growth can be con-
strained. Similarly, the rate of endogenous growth can be constrained. In some 
simulations, we have tailored the seed conditions and growth rates to known con-
ditions and are able to generate realistic urban evolution and patterns of growth for 
real-world city-systems (Torrens, 2002b); moreover, quantitative and structural 
measurements confirm that the simulated conditions match those present on the 
ground, although that discussion is beyond the main thread of this chapter. 

9. Simulating urban growth 

We have just described how the model is formulated as a Geographic Automata 
System, and the functionality that framework affords is particularly useful in mod-
eling urban growth. We will now demonstrate how the model can be used to build 
realistic simulations of urban growth regimes in artificial cities. These simulations 
allow for various ideas about the factors responsible for sprawl to be tested in an 
artificial and controlled computational environment. In particular, we can test the 
ways in which a city-system might evolve by conventional means (sprawl, in this 
case), and by smart growth mechanisms in which growth is managed in some sus-
tainable form. This actually echoes a hot debate in the literature at the moment, 
pertaining to questions of whether sprawl or smart growth is desirable, feasible, 
cost-effective, and socially just (see Gordon and Richardson, 1997b). The purpose 
of this chapter is to introduce the idea of geosimulation, Geographic Automata 
Systems as a framework for geosimulation, and to demonstrate how they might be 
used to build urban growth models. The simulation experiments described here 
were designed to test specific ideas about conventional urban growth in American 
cities, and much of that discussion falls outside of the relevance of this chapter. 
Nonetheless, some brief description of the simulations may serve to emphasize the 
points that we are trying to make in this discussion. We will introduce two simula-
tions based on the model described in the last section. One relates to sprawl; the 
other relates to smart growth.  

The sprawl simulation is designed to mimic the general evolution of a contem-
porary city-system in the United States. Five initial gateways seeds are introduced 
into the model, with differing growth rates. One seed, in the center of the simu-
lated space, is chosen to dominate a priori, and the assignment of growth to it is 
established to reflect this. 75% of the way through a simulation run, the supply of 
external growth to all sites, save this dominant city, is halted and growth in those 



Geosimulation and its Application to Urban Growth Modeling      133 

areas proceeds by endogenous means alone. (Growth rates are thus treated hetero-
geneously across the city-system.) Theoretical justification for this is as follows. 
The dominant city is afforded a historical advantage from the outset of the simula-
tion; it was an initial settlement site and has inertia, geographically, and path de-
pendence in terms of system dynamics. As the city-system evolves, that site flour-
ishes and gains a competitive advantage that 75% of the way through the 
simulation (when its urban extent reaches the hinterlands of competing sites) be-
gins to draw growth away from its competitors. The city-system evolves to a fa-
miliar sprawling pattern, with road-influenced fingers of ribbon sprawl and a sea 
of low-density and fragmented urbanization on the periphery. Urban decline is 
evident in the core of the city (Figure 3). 

a) b) 

Fig. 3. The results of a sprawl-based (a) and a smart growth (b) simulation run (darker 
areas refer to low population density; lighter areas house high densities of population). 

A second simulation is formulated on a smart growth regime, whereby devel-
opment is encouraged in smaller compact clusters. A dominant city is established 
a priori, as before. However, initial peripheral sites gain a competitive advantage 
outside of the main urban mass, and instead of sprawling become relatively dense 
in their own right. When the supply of exogenous growth is cut, these settlements 
actually survive. The result is a polycentric spatial structure to the city-system. 
Sprawl still predominates on the periphery, but it is bound within edge cities that 
constitute well-established polycentric cores. 

These simulations demonstrate the suitability of the geosimulation approach 
and the Geographic Automata Systems framework. In related work, we have also 
begun to use this model to explore ideas about the dynamic formation of sprawl as 
a generative and inherently spatial process. We have also considered the phe-
nomenon of sprawl at a more micro-scale, and have built a GAS-based model of 
community dynamics within one single GA “cell” of these simulations (Torrens, 
2001), looking at issues of residential mobility, community demographics, and 
socio-spatial segregation. 
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10. Conclusions 

This chapter has introduced a few new research ideas in the field of urban simula-
tion, hopefully not too generally for the reader to grasp fully. We have proposed 
geosimulation as a new and particularly useful approach to spatial simulation. 
Work in the area of geosimulation and urban analysis is really beginning to gather 
steam; Itzhak Benenson and I have edited a journal’s double special issue devoted 
to the topic (Benenson and Torrens, 2004d). Much of the work discussed in those 
pages relies on automata tools. In many instances, geosimulation work might 
benefit from more explicitly spatial simulation tools; the need in geography work 
is obvious. 

We have developed a new framework for geosimulation modeling, focused on 
automata tools, but with patently spatial (and Geographic Information Science) 
appeal and functionality—Geographic Automata Systems. We believe the frame-
work to be very useful for modeling urban systems. 

One such example is demonstrated here, focusing on urban growth modeling 
and simulation of scenarios relating to suburban sprawl in American cities. We 
hope that the framework will be found to be more extensible across a range of 
geographic examples, relating urban analysis and other areas of geography. 
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Geographic Automata Systems and the OBEUS 
Software for Their Implementation 

Itzhak Benenson, Slava Birfur, Vlad Kharbash

Abstract. The concept of Geographic Automata System (GAS) formalizes an object-

based view of city structure and functioning; OBEUS software implements this view on the 

operational level. The paper presents the GAS paradigm and latest user-friendly version of 

OBEUS, the latter based on .NET technology and developed according to OODBMS logic. 

OBEUS boosts further development of GAS theory, especially regarding the treatment of 

time in models describing collectives of multiple interacting autonomous urban objects. We 

claim that all high-resolution urban Cellular Automata and Multi-Agent models of which 

we are aware can be described in GAS terms and represented as OBEUS applications. GAS 

and OBEUS can thus serve as a universal, transferable framework for object-based urban 

simulation. 

1. From arbitrary spatial units to geographic objects 

During the first two decades of their development (1960s-1980s), urban and re-

gional modeling and simulation were almost exclusively based on a compartmen-

tal view of systems. Units of flat partitions of space into black-box regions were 

characterized by vectors of state variables representing regional characteristics 

such as land, population, jobs, transportation and services (Allen and Sanglier, 

1979). Although providing a basic outline of urban dynamics, this framework has 

too many degrees of freedom to be amenable for theoretical inference and is too 

data-ponderous for practical purposes. Lee’s list of regional model sins – Hyper-

comprehensiveness (too many phenomena for one model) and Wrong-headedness 

(too many relationships), among others (Lee, 1973; Lee, 1994), remains valid. 

Successful simulations of real-world urban systems within regional frameworks 

are consequently quite rare (Batty, 2003). 

Lee demanded that urban models be ‘simple’; Cellular Automata (CA) and 

Multi-Agent System (MAS) model approaches, intensively developed during  the 

last decade, comply with Lee’s claim (Benenson and Torrens, 2004b). The idea 

behind CA and MAS is that high-resolution views of urban systems, which distin-

guish between real-world objects, simplify system description. CA and MAS 

models flourished during the 1990s (Batty, 1997; Clarke, Hoppen et al. 1997; Por-

tugali, 2000; White and Engelen, 2000; Benenson, Omer et al., 2002). Compared 

to black-box regions, CA and MAS are intuitive and avoid many of the sins Lee 

cites. At the same time, this framework remains circumscribed within urban con-

texts. For instance, regular partition of space into cells engenders problems when 

representing road networks; a more general problem is the representation of spa-

tial objects of different sizes and forms.  Recently introduced Geographic Auto-
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mata Systems (Benenson and Torrens, 2003; Benenson and Torrens, 2004a, 

2004b; Torrens and Benenson, 2005) resolve these and other limitations. 

Contrary to CA, the GAS framework does not demand division of space into 

small compartments in order to define the artificial skeleton that represents urban 

elements. Individual urban objects are directly represented in GAS by discrete 

automata. These automata can be of different nature, spatial extension and hierar-

chical rank; they can also represent spatially fixed as well as non-fixed objects, the 

locations of which change in time. Spatial relationships between automata can 

therefore be used to determine the structure of urban space. Although the object 

approach to representation of urban reality has been mentioned in the literature 

(Erickson and Lloyd-Jones, 1997; Semboloni, 2000; Galton, 2001), the idea itself 

remained inchoate up to date. 

The recent boom in GIS data production and research provides strong empirical 

support for the GAS approach: Layers of urban GIS are nothing but collections of 

urban objects of the same kind. Spatial relationships between objects can be esti-

mated within GIS based on adjacency, overlay, visibility, or accessibility. More-

over, the pattern recognition methods applied to objects of GIS layers can be util-

ized to grasp spatial emergence and self-organization.

To take the next step and portray urban dynamics, we have to ‘animate’ geo-

graphic features, that is, formulate the rules by which urban objects are created, re-

located, changed, and destroyed. This step demands formulation of geographic 

automata transition rules; informally, these rules describe the behavior of urban 

objects. Benenson and Torrens (Benenson and Torrens, 2004a),who label the GAS 

view of urban model construction Geosimulation, claim that every high-resolution 

urban model developed to date can be reformulated in GAS terms.  

The claim for GAS universality remains bombastic until a constructive proof 

can be provided. We propose that a software system capable of implementing the 

GAS framework can be considered as such a proof. This paper presents the most 

recent progress made in development of Object-Based Environment for Urban 

Simulation (OBEUS), a system that verily operationalizes the GAS concept. 

We assume that the reader is familiar with the background of Relational 

DBMS, the Entity-Relational Data Model (ERM) (Howe, 1983), and the Object-

Oriented (OO) programming paradigm (Booch, 1994). In the following, the GAS 

paradigm is presented in rather abstract form, with a very limited number of ex-

amples; other illustrations can be found in the literature on this topic (Benenson, 

Aronovich et al., 2004; Benenson and Torrens, 2005; Torrens and Benenson, 

2005). OBEUS software accompanies Geosimulation: Automata-Based Modeling 

of Urban Phenomena (Benenson and Torrens, 2004b), a book that provides read-

ers with a wealth of models that comply with the GAS paradigm.  
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2. Geographic Automata System (GAS): a short 
introduction

The GAS concept treats urban infrastructure and social objects as spatially located 

automata and Benenson and Torrens refer to the latter Geographic Automata (GA) 

(Benenson and Torrens, 2004a). To quickly recapitulate: 

An abstract automaton A is characterized by (vector) state S, which changes in 

time according to state transition rules T, depending on current input I.

Cellular Automata theory considers A’s neighborhood N(A) and assumes that 

input I is defined by automata belonging to the N(A).

Agent A of a Multi-Agent System (MAS) can relocate in space, that is, its rep-

resentation should be capable of managing location and neighborhood changing 

over time.  

The minimal set of transition rules T for geographic automata G should, thus, 

specify changes in: 

Non-spatial attributes of G’s state. 

Location of G
Relationships of G with other geographic automata 

To formalize these demands, Benenson and Torrens (Benenson and Torrens, 

2004a) consider Geographic Automata System G to consist of automata of differ-

ent types (K). Automata of given type k K are characterized by a non-spatial set 

of states - S
k
, geo-referencing conventions — L

k
 — that determine how automata 

are located in space , and their relationships to automata of the same and other 

types - N
k

(we later omit the upper index k). Geo-referencing conventions and re-

lationships usually include automata of different types.  

State transition rules TS determine how automata non-spatial states change in 

time, movement rules ML govern changes of location whereas relationship transi-

tion rules RN specify how automata relationships change in time. 

Altogether, a Geographic Automata System G may be defined by seven com-

ponents: 

G ~ <K, S, TS, L, ML, N, RN> (1)

Unitary geographic automaton G is characterized at t by state St, location Lt, and 

relationship Nt; the state, location and relationships at time t + 1 are determined 

by the transition rules TS, ML, RN as follows: 

TS : (St, Lt, Nt)  St + 1 

ML: (St, Lt, Nt)  Lt + 1 

RN: (St, Lt, Nt)  Nt + 1

(2)



140      Itzhak Benenson, Slava Birfur, Vlad Kharbash 

Exploration with GAS G involves the qualitative and quantitative investigation 

of its spatial and temporal dynamics, given all the components defined above. In 

this way, GAS models offer Geosimulation framework for considering spatially 

enabled interactive behavior of the collective of geographic objects. 

3. From a Geographic Automata System to software 

To interpret GAS paradigm in software, we have to translate all the components of 

(1) into software objects and methods. What might be the specificity of the soft-

ware required for GAS? We claim that this specificity rests on automata relation-

ships. The priority of relationship information is the core of GAS interpretation as 

Object-Based Environment for Urban Simulation (OBEUS). 

3.1 Automata of a given type k K  Instances of population class 

Urban objects always utilize information above the individual level. Objects be-

longing to an OBEUS population class represent “containers” for this meta-data. 

For instance, populations of human residential agents can be restricted in their 

property operations by laws that are applicable to (shared by) all agents. Thus, 

these laws are characteristic of the population of householders as a whole. 

3.2 Individual automata of type k  Class of Objects of a type k 

At a conceptual level, OBEUS considers unitary objects, which are distinguished 

as either fixed and non-fixed (Benenson, Aronovich et al., 2005). Fixed objects — 

buildings, parks, road links, traffic lights, etc. — do not change their location once 

established whereas non-fixed objects — tenants, firms, pedestrians, vehicles, etc. 

— do. In the majority of situations, fixed objects can be referred to as immobile
while non-fixed objects can be referred to as mobile. However, a more general no-

tion capturing the above qualities includes examples of a ‘landlord’ kind: The lat-

ter can change their possessions and thus are non-fixed, although their mobility is 

irrelevant for descriptions of their market behavior. Fixed objects can also change: 

for example, a building can be reconstructed or destroyed.  

The difference between fixed and non-fixed objects lies in the way that they are 

geo-referenced. Fixed objects are located in space directly, by means of a coordi-

nate list, in a manner similar to vector GIS. The coordinate list contains the ob-

ject's spatial representations: vertices, centroid, minimal bounding rectangle, and 

so on. Features of planar GIS layers or 3D CAD-models can represent urban ob-

jects in spatially explicit models. For theoretical models, the points of a regular 

grid usually suffice. The information of location of the fixed object is usually in-

cluded into its state vector S.
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Change of location is characteristic of non-fixed objects. In OBEUS, the fun-

damental method of locating non-fixed urban objects is indirect, by pointing to 

one or several fixed objects. For example, tenants are located by pointing to their 

habitats.

The above approach to locating fixed and non-fixed objects is not at all abso-

lute. Location by pointing is especially flexible, and can be used to locate anything 

from fixed apartments in a fixed house, or landlords, whose individual location 

may be unimportant while they have to point to their estates (Benenson, Arono-

vich et al., 2005). Looking ahead, note that geo-referencing by pointing is cap-

tured as relationship. In the above examples, the relationships are those of tenant-

habitat, apartment-house and landlord-estate. In OBEUS we assume that all ob-

jects of a given type k K are located in the same manner.  

We are unaware of any examples of urban models, where objects cannot be 

easily classified according to the main OBEUS fixed – non-fixed dichotomy. 

3.3 Relationships between automata  Class of relationships

OBEUS follows the Entity-Relationship Data Model (ERM) (Howe, 1983); it 

therefore considers relationships between entities explicitly, as software objects. 

To illustrate the use of relationships, let us consider a hypothetical system that 

consists of objects of the two types - landowners and land parcels. The land-

owner’s decision to sell or develop a land parcel might depend on properties of  

model objects of both types, say, on (a) parcel value, (b) landowner economic 

abilities, and on relationships between them, as (c) neighborhood potential, given 

by parcel-parcel relationships and (d) ownership characteristics, given by land-

owner-parcel relationships.  

It is important to note that relationships have their own properties. A decision 

to develop might depend on parcel accessibility from neighboring parcels — a 

property of parcel-parcel relationships — or on the owner’s rights regarding the 

given parcel – a property of landowner-parcel relationships. 

The compelling dominance of the Entity-Relationship model in modern DBMS 

is the best proof available of the benefits reaped from the distinguishing between 

objects and relationships and the view of relationships as self-existing software 

objects. In OBEUS, we consider relationships between unitary entities of types j

and k as a new class of objects — jk_Relationship — that encapsulates the rela-

tionship’s properties. By doing so, we implement the Object-Oriented Database 

(OODB) view (Booch, 1994) of Geographic Automata Systems. 

Relationships treated as separate software classes unify CA and explicit GIS-

based land-use models, both of which are rooted in neighborhood relationships. 

For a regular square CA grid, von Neumann or Moore neighborhoods entail 

neighborhood relationship of 1:4 or 1:8 degrees. The popular ‘constrained CA’ is 

based on neighborhoods of radius 6 around the cell, entailing neighborhood rela-

tionship of 1:113 degree. Constrained CA accounts for a relationship’s properties  

– viewed as weights — which reflect the influence of neighboring cells on the 

land use of given cell (White and Engelen, 2000). The only difference between a 
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regular CA grid and an irregular land partition is the variation in degree of 

neighborhood relationship between the parcels (Flache and Hegselmann, 2001; 

Benenson, Omer et al., 2002). The distance between a cell and its neighbor, the 

length of the common boundary and other frequently used geographic characteris-

tics are properties of the software objects belonging to the ParcelPar-

cel_Relationship (or CellCell_Relationship in a more abstract formulation) rela-

tionship class.  

According to the Relational DBMS theory, relationship objects and their prop-

erties are stored in DBMS tables. The more complex the definition of a relation-

ship and its properties, the greater the computational advantage of using a rela-

tionship class and a table presentation over on the fly evaluations as to whether 

two objects are related, made during simulation runs. Retrieving all the parcels 

having a common boundary with a given one from the table representing a rela-

tionship (thereby automatically obtaining the length of the common boundary, 

which is the property of this relationship) demands much less time than imple-

menting an algorithm that determines a given parcel’s neighbors and then the 

length of the common boundary based on the GIS coverage of parcels. 

3.4 Limitations of relationships in OBEUS 

GAS is a dynamic system and the properties of the unitary geographic automata as 

well as their relationships change over time. The changes can cause inconsisten-

cies: for instance, which of two ‘automata’ — the owner or tenant — has the right 

to cancel the rental contract (that is, destroy the relationship) between them? What 

order of actions will be taken should one partner want to end the relationship when 

the other does not? To avoid inconsistencies of this and other types, three essential 

limitations are imposed on the semantics of the relationships covered by OBEUS: 

First, we assume that relationships between fixed objects are also fixed, that is, 

they do not change once established.  

Second, no direct relationships between non-fixed objects are permitted. That 

is, non-fixed unitary objects can be related to fixed objects only; in particular, 

non-fixed objects can be located by pointing solely to fixed objects. Non-fixed ob-

jects can maintain relationships in a transitive fashion, when non-fixed object is 

related to another non-fixed object only if they are related to fixed objects which 

are themselves related. 

This constraint implies, in particular, that direct neighborhood relationships

can be defined for fixed objects only. A householder’s neighbors, for example, are 

thus defined as inhabitants of the (fixed) houses neighboring to that householder’s 

house.  

Direct relationships between non-fixed objects are undoubtedly important in the 

real world. For example, an aggressive neighbor can force another neighbors to 

leave their apartments. However, locating tenants via tenant-house relationships 

and recognition neighboring tenants in a transitive way is sufficient for represent-

ing this interaction. To sense the flavor of models where this decomposition of re-

lationship between non-fixed automata is insufficient and where direct relation-
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ships between non-fixed objects seem inevitable, we direct the reader to descrip-

tions of the dynamics of flocks and fish schools (Reynolds, 1987; Vicsek, Czirok 

et al., 1995; Brogan and Hodgins, 1997; Toner and Tu, 1998; Levine and Rappel, 

2001). Just to mention, these models could be implemented in OBEUS, if the con-

tinuous Euclidean space is represented in a discrete way.  

Third, we encapsulate the methods that alter relationships between non-fixed 

and fixed objects in the classes of the non-fixed objects and assume a leader-

follower pattern of relationship updating (Noble, 2000). According to this pat-

tern, non-fixed objects have exclusive update rights whereas for the fixed objects 

relationships are read-only. Some simple examples — e.g., a tenant automaton de-

stroying its relationships with the apartment automata it occupies while establish-

ing a new relationship with the next apartment it moves to, or the car automata es-

tablishing a relationship with the parking spot it occupies — give the impression 

that the leader-follower pattern is a self-evident condition. The leader-follower 

pattern  does impose constraints of the model style — for example, the case where 

a landlord increases the rent, forcing the tenant to vacate the residence should be 

formally represented in OBEUS by means of tree elementary steps: updating 

Landlord-Estate relationship property ‘payment demand’, executing query that 

provides Estate rent, and the destruction of the Tenant-Estate relationship.  

In OBEUS, the leader and follower are defined separately for each relationship. 

We as yet have no proof that all or the majority of real-world urban situations can 

be captured by the leader-follower pattern although we are unaware of any urban 

model where more complex patterns (circular or multiple causation, for example) 

are necessary. 

Relationships between fixed objects should be initialized when those objects 

are initiated; afterwards, they are retrieved only. Relationships between non-fixed 

and fixed objects are initiated or eliminated according to requests from the former 

because they are always the leaders. 

The leader-follower pattern provides a fundamental solution for the consistency 

problem; at the same time, as previously mentioned, real-world relationships be-

tween non-fixed objects can be defined transitively. In the transitive mode, 

OBEUS automatically enables retrieval of relationships between non-fixed soft-

ware objects related to the related non-fixed object but limits that retrieval to the 

read-only mode. In more complex cases, relationships between non-fixed objects 

can be retrieved by formulating assessment rules (see below). 

3.5 Location and movement rules are nothing but relationship
transition rules  

As noted, location agreements L of the GAS definition (1) become components of 

object state S in cases of direct location (fixed objects) or are represented by the 

relationship N in cases of indirect location (fixed and non-fixed objects). Move-

ment rules are consequently either state transition rules or relationship transition 
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rules, that is, they can be considered as belonging to either TS or RN sets. As a 

result, GAS can be formally restricted to 

G ~ <K, S, TS, N, RN> (3)

We ignore here the discussion of which of the two forms, (1) or (3), better reflects 

our understanding of the urban system and its dynamics. As for OBEUS software, 

it is based on the representation (3). 

3.6 State and relationship transition rules TS and RN  Automata
behavior and assessment rules 

Geographic objects ‘behave.’ In terms of GAS, geographic automata change states 

and relationships with other automata. Interpretation of the behavior of real-world 

objects in terms of the transition rules applied to software objects is the essence of 

any model; in OBEUS, this interpretation is ‘coded’ as methods of the software 

classes that represent automata of different types.  

In what follows, we distinguish between assessment rules, aimed at estimating 

the parameters objects react to, and automation rules, which describe the behav-

ioral act itself. We assume that the number of assessment rules is limitless but that 

only one (arbitrarily complex) automation rule can be active during any single 

simulation run. 

4. Beyond-GAS features of OBEUS 

Two basic components of OBEUS go beyond features deliberated by GAS. The 

first one pertains self-organization, especially its spatial aspects, while the second 

pertains to synchronization of events, necessary for animating the model objects. 

It is well known that these components are interrelated. For example, the well-

known patterns produced by the ‘Game of Life’ do not self-organize when an 

asynchronous updating scheme is employed (Schonfisch and de Roos, 1999). 

4.1 Patterns in OBEUS 

GAS definition does not contain any remnant of collective phenomena, a corner-

stone of contemporary views of the city. Ensembles of urban entities that inherit 

properties from their unitary components while displaying properties of their own 

(Portugali, 2000) such as, say, residential neighborhoods, repeatedly emerge and 

disintegrate in the urban space over time. In the case of GAS, collective phenom-

ena, if exhibited, are, by definition, the outcomes of rules of automata behavior; 

one goal of modeling urban systems with GAS, like any other systems research, is 
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to identify those rules that entail self-organization and to characterize the patterns 

produced. For example, the modeler can be interested in recognizing and charac-

terizing areas populated predominantly by individuals belonging to specific socio-

economic groups (e.g., poor, rich, immigrants) or areas of high density of parcels 

for sale, to facilitate acquisition of a construction permit. Another criteria may be 

building age proximity, an idea utilized in deltatron CA (Clarke, 1997; Candau, 

Rasmussen et al., 2000).  

From the perspective of the object-based approach, OBEUS considers these 

self-organizing ensembles of unitary urban entities – patterns - as autonomously 

existing objects.

A pivotal question asked by complex systems theory with respect to self-

organization is to what extent the pattern’s properties are determined by the prop-

erties of the assembled objects. Whatever the answer, the simulation environment 

should define its position regarding the ensuing patterns. This strategy is adopted 

in OBEUS for the specific case of ‘foreseeable’ self-organization. Stated differ-

ently, OBEUS demands an a priori formulation of the criteria defining when an 

object is a candidate for membership in a pattern as well as a detection method for 

determining whether the pattern exists as conceptualized.  

4.2 Population time versus unitary objects time  

In OBEUS, we distinguish between observer time and unitary object time. The 

student of GAS is interested in observing collective processes that occur at popu-

lation and above levels in population time, which is measured in iterations.

Automata have their own time, which is measured in ticks, depending on object 

type. Population characteristics are updated, aggregate criteria are tested, and the 

system state is stored in the course of iterations.  Alternatively, objects change 

properties, locations, and relationships in ticks. Ticks and iterations can be vari-

ously interpreted and are model-specific although specified in part by the syn-

chronization scheme applied. 

4.3 Synchronization of events in OBEUS 

4.3.1 Objects of the same type 

Two householders, ignorant of each other, try to occupy the same apartment. Who 

will finally settle there? Management of the events that occur simultaneously yet 

influence one another raises synchronization problems, a major issue intensively 

discussed in CA, MAS, temporal GIS and other discrete-time systems (Berec, 

2002).

Developments in Object-Oriented Databases indicate that there is no general, 

conceptual solution to the synchronization problem. Instead, existing methodolo-

gies provide software development patterns for specific classes of problems 
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(Zeigler, Praehofer et al., 2000). OBEUS architecture utilizes two of those solu-

tions when contending with synchronization problems. 

Synchronous mode: In this mode, the properties of urban entities are assumed 

to change simultaneously. The calling order of the objects has no influence on the 

model’s outcome.  

Note that the logic of synchronous updating can push conflicts further down the 

time path. If two mutually avoiding agents occupy adjacent locations and simulta-

neously leave them at a given time-step, nothing in the synchronous mode can 

prevent occupation of these locations by yet another pair of avoiding agents. 

Asynchronous mode: In this mode, objects change in turn, with each observing 

the urban reality left by the previous object. Hence, conflicts between objects can 

be resolved; in such cases, the updating order may influence the results. OBEUS 

demands that when applying the asynchronous mode, the modeler defines an order 

of object actions in advance and supplies templates for temporal updating: for 

automata of a given class, random sequence and sequence in order of one of the 

automata characteristics are currently being implemented. 

4.3.2 Objects of different types and relationships 

The order of updating automata belonging to different populations demands addi-

tional specification. This order is currently assumed to be hierarchical and estab-

lished by the user. Population entities belonging to the lowest level of the hierar-

chy are updated first, followed by entities of the upper level, etc.  

An important feature of OBEUS is the asynchronous and immediate updating 

of relationships irrespective of the mode chosen for automata updating. To illus-

trate, Tenant-House relationships are always updated immediately after tenants 

leave/occupy a house.  

5. User’s view of OBEUS 

In OBEUS, the user defines the model components via Model Tree window, the 

synchronization scheme via Model Flow window, and formulates automata behav-

ior rules with C# compiler. Model output is displayed in Map and Graph windows 

and stored as DBMS tables.

5.1 Building a model tree 

By means of a model tree, the user defines classes of unitary automata, relation-

ships and their properties. When a new type of automata is defined, the population 

of this type of automata is constructed automatically (Figure 1).  
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Fig. 1. Stages of development of the generalized Schelling residential dynamics 

model: (a) Initial state of the model tree; (b) Entities and entities’ properties de-

fined; (c) Assessment and behavioral rules defined; (d) Global parameters, initiali-

zation and immigration rules defined 

Automata and their properties can be defined from scratch and constructed ac-

cording to templates (e.g., a cell grid) or acquired from a GIS layer (Figure 2). 

New classes of automata are introduced in the right-hand branch of the scheme 

and automatically cause construction of corresponding population classes in the 

left-hand branch (Figure 1). For fixed spatial entities a map view is available. 

a) b)

c) d)
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Fig. 2. Dialog boxes activated when defining a GIS-based House entities: (a) defi-
nition of an entity based on existing GIS-layer; (b) selection of the attributes from 

the GIS list of the features’ attributes; (c) map view activated with a View Map 
option of the right button mouse click on the House entity in a Model Tree.

The choice of leader and follower is necessarily for each relationship (Figure 

3). According to OBEUS limitations, direct relationships between non-fixed 

automata are prohibited; in relationships between fixed and non-fixed automata, 

only the latter can be thus the leader in a relationship.  

Fig. 3. An example of a relationship for generalized Schelling model; Tenant entity does 

not appear as a possible Follower in the pull-down list.

5.2 Defining behavioral rules 

The core of model design lies in defining automata behavior. As previously men-

tioned, the information necessary for behavior definition is collected via Assess-

ment Rules, after which an Automation Rule is applied in order to alter automata 

state. According to the OBEUS concept, any limitations on this stage will con-

strain the modelers’ ability to directly interpret their understanding of the investi-

gated system. Assessment and behavior rules are consequently formulated as 

classes’ methods via a C# compiler. We base currently on Borland C# Builder. 

When a C# compiler is activated, all the objects and previously defined assess-

a) b) c) 
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ment rules are available at prompts when constructing new models (Figure 4). 

Each act of compilation initiates the updating of the model tree. 

Fig. 4. Coding Assessment and Behavioral rules: (a) Initial state of the Borland 

C# compiler window; (b) Developed behavioral rules of the generalized Schelling 

model (one of them fully shown) 

5.3 Building a synchronization chart 

At the final stage of the model construction, the synchronization mode that deter-

mines the temporal sequence for applying behavioral rules should be established 

a)

b)
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via the synchronization window (Figure 5). Recall that in OBEUS, relationships 

are always updated asynchronously. 

Fig. 5. Dialog box for establishing synchronization mode (the case of generalized 
Schelling model)  

In the sequential mode, either a random or user-defined order should be se-

lected; in the latter case, the attribute that defines the order should be chosen. 

Populations are selected for updating in the order established by the user in the 

right-hand window of the dialog. 

To demonstrate the utility of OBEUS, we are rebuilding various popular mod-

els, beginning from the basic Schelling model of residential dynamics (Schelling, 

1971) through the constrained CA of White and Engelen (White and Engelen, 

1997) and on towards the deltatron model suggested by Clarke (Clarke, 1997) (the 

last utilizes OBEUS’s capabilities for dealing with aggregates). These examples, 

together with the OBEUS program itself, can be downloaded from http:// 

eslab.tau.ac.il/OBEUS/OBEUS.htm. OBEUS documentation discusses its advan-

tages over other popular software for CA-MAS simulations, such as RePast and 

NetLogo (RePast, 2003, Tobias and Hofman, 2004).  

6. What we get and will get with OBEUS? 

Several decades ago, dynamic regional modeling was born from a common refer-

ence point: the system of differential or difference equations that describe changes 

in regions’ aggregate state variables over time. This meant that one could easily 
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View  

urban reality
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distinguish between regional models by comparing their analytical presentations, 

initial conditions and parameter values. With time, the regional framework was 

abandoned in favor of high-resolution simulations. This evolution, however, re-

vived the problem of a sharable or common reference, which is compulsory if we 

want to advance urban modeling beyond art to engineering. We argue that the 

GAS concept together with an OBEUS environment provide this mutual refer-

ence.

We argue that GAS serves as the common reference for object-based urban 

models, while OBEUS acts as the framework for those models’ operational im-

plementation. Just as with differential or difference equations in the case of the re-

gional model, model development is a two-step process: formulation of the model 

in general terms at the first step and formal implementation at the second (Figure 

6).  

Working with OBEUS, the modeler should, as an initial step, formalize her un-

derstanding of the world in terms of GAS, that is, to define the types of objects to 

be included in the model, the relationships to be accounted for and how, if ever, 

self-organizing patterns will be recognized.

As a subsequent step, all these definitions should be implemented in OBEUS, a 

stage where behavioral rules and time-synchronization schemes are finalized and 

implemented. Note that the view of the model as dynamic database facilitates 

changes in model structure, which encourages the reader to rebuild the model just 

because this is easy and convenient with OBEUS.  

Fig. 6. The process of GAS model construction and implementation

An essential part of the model implementation in OBEUS is based on the C# or 

other .NET language that demand an expertise not necessarily displayed by urban 

modelers. Yet, it remains unclear whether the flexibility necessary for formulating 

automata behavior can be achieved with a higher-level language. The capacity of 

many existing computer languages regarding urban objects' relocation ‘behavior’ 

(Schumacher, 2001) remains to be tested although the idea of a language for 

formulating automata behavior is becoming popular (Galton, 2003). 

To conclude, the concept of GAS and the OBEUS software are very recent de-

velopments, and thorough investigation of their limitations yet should to be done. 

Our view is that such an investigation should be merely operational – each pub-

lished urban high-resolution Cellular Automata or Multi-Agent model should be 

taken ‘as is’ and tested whether it can be reformulated in GAS terms and further 

represented as OBEUS applications. The test of this kind is a topic of a separate 
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paper; shortly, we didn’t fail with quite a number of models we tested in this line 

till now. We claim that GAS and OBEUS can thus serve as a universal, transfer-

able conceptual and operational framework for object-based urban simulation 

modeling. 
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The CityDev Project: An Interactive Multi-agent 
Urban Model on the Web 

Ferdinando Semboloni

Abstract. In this paper I present a multi-agent simulation model of the development of 
a city. The model, CityDev, is based on agents, goods and markets. Each agent (family, in-
dustrial firm, developer, etc.) produces goods by using other goods, and trades the goods in 
the markets. Each good has a price, and the monetary aspects are included in the simula-
tion. When agents produce goods and interact in the markets, the urban fabric is built and 
transformed. The computer model (simulator) runs on a 3-D spatial pattern organized in 
cubic cells. In the present paper the model is described and results are shown. 

1. Introduction 

The simulation of the urban dynamic has been approached by using different 
methods: from gravitational model to cellular automata and multi-agent systems 
(MAS) (Batty and Jiang, 1999; Portugali, 1999). While MAS method reproduces 
the behavior of real actors, cellular automata simulation has to translate the phe-
nomena under study in its specific language. Even if the advantages of the cellular 
automata approach mainly rely in its simplified representation of the reality, MAS 
seem the best candidate for the simulation in social sciences and hence in urban 
dynamic. 

In this paper is presented a multi-agent model of urban dynamic. This multi-
agent model, CityDev (Semboloni et al., 2004), is an urban multi-agent simulation 
which includes the whole aspects of the urban system and is conceived for the in-
teraction with human user. Even if this last aspect is an important characteristic of 
the model, this paper focuses on the dynamics of the city as an economic system. 
For this reason the urban dynamic is simulated in its real and monetary aspects. 
The spatial aspect comes out from the transportation costs and from the need for 
each agent to utilize a building. CityDev is based on agents, goods and markets. 
Each agent produces goods by using other goods and trades the produced goods in 
the markets. Agents are usually located in the physical space. In this simulation 
the evolution of the urban fabric results from the agents’ interaction. A grid of 
100x100 squared cells, each 100x100 meters sized, is the spatial pattern of the 
simulation. Built 3-D cells can be superposed in case of a multi-floors building. In 
other words buildings of the city are considered as composed of indivisible 3-D 
cells (Semboloni, 2000). 

In addition to the agent interactions, the model simulates the dynamic of the 
general aspects of the city. These concern the generation and death of agents, the 
re-valuation of the land rent, and the simulation of traffic congestion. The simula-
tion runs by steps. Each of these steps is supposed to represent one year of the real 
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life of the city. Each step has four phases: trading in the markets, including selling 
and buying, production, and simulation of general aspects. 

In essence the model is based on the economic base theory: an outside demand 
of industrial product stimulates the production of industry. Families are generated 
in order to work in industrial firms. Because families demand final consumption 
goods, commercial firms are generated, which in turn demand workers and so on 
(Figure 1). Because each agent demands a building were to live or work, develop-
ers are generated which build the urban fabric. 

In the following sections first the core structure of the model – agents’ strate-
gies, markets, and interaction among agents – is shown, second, the general as-
pects of the simulation are described, and third the results of simulations are pre-
sented. 

2. Agents’ strategies and goods 

Agents are the subjects, the actors of the play, while goods are the objects, the ba-
sic elements which are utilized, produced and traded by agents in the markets. 
Agents are divided in consumers and producers. Families (a group of inhabitants 
living in the same 3-D cell) belong to the first group, while industrial firms, com-
mercial firms, private service firms, public services, and developers belong to the 
second group. Goods include: land, labor, buildings (housing, commercial, and in-
dustrial), exported goods, imported goods, consumption goods and services. 

Each agent produces a good by using other goods as input. The goods produced 
by an agent are not utilized by the same agent. For this reason agents trade goods 
they have produced. Markets are the virtual places where these exchanges occur. 
Different markets exist for different types of goods available in the simulation: 
land market, buildings market, labor market, export goods market, consumption 
goods market, private service market, and public services market. In markets 
agents offer the goods they have produced, set a price for each good and sell it to 
the first buyer agreeing with this price, or to the highest bidder. Markets are in fact 
distinguished in two groups: that in which the consumer simply gets the desired 
good and pays the price established by the producer, and markets in which con-
sumer bids for the desired good which, in turn, is sold to the highest bidder. The 
consumption goods market and the private services market belong to the first 
group, while the buildings market belongs to the second group. In the buildings 
market (housing, commercial and industrial) a buyer first chooses the desired 
building and second bids for this building. Bids for the same building are collected 
and the building is assigned to the highest bidder. 

All these actions concerning selling and buying require choices among alterna-
tives, i.e. decisions which maximize a variable. This variable differs if an agent is 
a consumer or a producer. Consumers maximize the quantity of goods, under the 
constraint of an established budget, while producers maximize the earnings under 
the constraint of a production function. Each agent is characterized by incoming 
and outgoing flows of goods, as it is shown in table 1, see (Semboloni et al., 
2004). In this table, columns show the production function of each agent, whereas 
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rows show the origin and destination of goods, otherwise stated the in and out 
fluxes in the market. For instance, the row of consumption goods indicates that 
these goods are the input for families, and the output for commercial firms. In 
other words, commercial firms supply the consumption goods in the market and 
the families buy these goods. 

Table 1. Relationships among agents and goods. ”In” means that a good is utilized as an 
input by the agent; ”Out” that a good is produced and supplied by the agent. 

As table 1 shows, all agents, except developers, need a building where to live or 
work in. A building is a 3-D cell having an a surface of 100x100 meters, which 
can be utilized by an only agent. In turn, 3-D buildings can be superposed thus re-
alizing a mix of activities and housing over the same ground cell. The 100x100 
surface is considered as a gross measure including floorspace, roads, and open un-
built space. In additions the floorspace available for agent depends on the average 
height of the cell, which is normally set to 3 meters. A variation of this value 
means a corresponding proportional variation of the floorspace of the building. A 
building is further characterized by a quality. This quality is set to 1 when the 
building is carried out and is decreased at each step. The number of inhabitants 
grouped together in a family is related to the size of the 3-D cell. In fact, a family 
is considered as a set comprising one hundred people (about 25 real average fami-
lies). Hence, each inhabitant is supposed to occupy an average of 100 squared me-
ters for housing, including all the surface utilized for secondary roads, private gar-

Agents  Goods  

FamilyInd.  Comm. Priv.  Publ.  Deve- 

Outside  

firm  firm ser- ser- loper  

vices  vice  
firm     

Land plot  - - - - - In  - 

Labor  Out  In  In  In  In  In  - 

Building  In  In  In  In  In  Out  - 
Export goods  - Out  - - - - In  

Consumption goods  In  - Out  - - - - 

Public services  In  - - - Out  - - 

Private services  In  In  In  Out  - - - 

Raw materials for in- - In  - - - - Out  

dustry         

Raw materials for  - - - - - In  Out  

building         

Wholesale goods  - - In  - - - Out  
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dens etc. Among these people, forty are considered being active workers. Conse-
quently, an industrial firm employing two families should be compared with a real 
firm having about 80 employees. This simplification has been introduced to ease 
the programming and to reduce the computing time required by the simulation, 
which depends strictly, on the number of agents. 

Agents are divided in two basic groups: consumers and producers. Families are 
the only consumer agents while producer are further subdivided in: export sector 
(industries), service sector (commercial and private services firms, and public ser-
vices) and developers, which are the builders of the city. The relations among 
agents are shown in Figure 1, see (Semboloni et al., 2004) while agents’ strategies 
are analyzed in depth hereafter. 

Fig. 1. The network of interactions among agents. 

Families are the only final consumers. Their task is to consume goods and to 
supply labor. The decision areas for families are: to find a job, an house, to buy 
consumption goods, and to utilize public services. First a family has to earn for 
paying the rent and for buying goods. For this reason, a family gets the best payed 
job offered in the labor market. From the job a family gets a salary and eventually 
a part of the profit of the firm where a family works. 

Under the constraint of an established budget a family spends a share (say 50 
percent) of it for consumption goods, private services and the rest for housing and 
transportation costs. Consumption goods are a class including all the goods con-
sumed by a family. Among these goods, some are more frequently bought, other 
less. As in literature is accepted, the goods less frequently bought, are sold in large 
commercial centers, which in turn sell also all the other goods. In order to consider 
this aspect, a family first chooses at random the size of the commercial center 
where to buy consumption goods. Second a family chooses the cheaper – transpor-
tation cost included – good offered in commercial centers having a size greater 
than that chosen. In turn, in the housing market a family first chooses an house 
among that having a cost – rent plus transportation cost to working place – lesser 
than the established budget. Further, among the houses satisfying this condition, a 
family chooses that having the greatest surface, the better quality and the mini-
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mum distance from the workplace. The amount of bid is established subtracting by 
the established budget the estimated transportation costs. However a family can 
change house as well as job. Roughly a family considers this eventuality with a 
probability proportional to the period from which job started or house was rent. In 
addition, because the rent of an house can change during the simulation, a family 
is constrained to look for a new house if the rent plus transportation costs over-
comes the established budget. In this last case a family chooses from the housing 
market in the usual way. In the previous case a family compares the house where 
it is currently living with the best house supplied in the market. 

2.2. Producers 

Producers are distinguished by activity sector: industrial, commercial and private 
services firms, public services and developers. However, these last are quite dif-
ferent from the other producers. In fact a developer, doesn’t need a building where 
to produce. In addition the good produced by the developer, i.e. the building, is the 
only capital good produced in the simulated economic system. Finally, a devel-
oper utilizes as raw material the land which is a special good. In fact it is not pro-
duced, doesn’t perish, and cannot be transported. For all these reasons the devel-
opers are treated in a following separate section. Now, considering all the 
producers, except developers, they have common strategies related to the quantity 
produced, to the price of the produced goods, and to the location. The cost of pro-
duction usually includes fixed costs (rent plus salaries), variable costs (raw mate-
rials) and a congestion cost proportional to the quantity produced over an estab-
lished threshold. By using the marginal costs function the producer establishes the 
supply curve, which relates price and quantity. The number of produced goods is 
related to the variation of the quantity sold in the previous steps, and the price is 
established applying the supply curve. In order to choose the location, i.e. to rent a 
building, a producer follows the example of the existing similar producers. In fact, 
an agent with a limited forecasting capability, follows the decision of similar 
agents if the result of this decision is positive, i.e. if these agents’ activities are 
profitable. In other words, first he chooses the building for which the amount of 
profits of similar surrounding agents is the greatest, and second he bids for the 
chosen building an amount equal to difference of the average sales, minus the av-
erage production cost and minus the average profit of the surrounding similar 
agents. As consumers, producers can change the location with a probability pro-
portional to the period from which the building has been rent. In this case a pro-
ducer compares the advantage of the existing location with that of the best build-
ing offered in the market. 

While the previous strategies are common to all the producer, except developers, 
producer agents have different task in relation to their activity sector. Industrial 
firms produce export goods that are consumed outside the city. The main decision 
areas of an industrial firm are: where to produce, the price of the goods produced, 
and the quantity of production. Commercial firms sell consumption goods to the 
families, while private service firms provide private service which are exploited by 
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families, industrial and commercial firms. Their main decision areas comprise: 
where to locate, the establishment of the price and of the quantity of production. 
Public services provide families with such facilities as schools, hospitals, and public 
administration. Public services receive public funds in relationship to the number of 
families in the city. The main discretionary power of a public service concerns its 
location. This decision is connected to a spatial analysis of the relation of supply 
and demand of public services. In other words, a public service decides to locate in 
the worst serviced area. In fact, the strategy of public services is oriented to the 
maximization of the social utility, and a public services locates where the differ-
ence: demand of public services minus offer of public services is highest. 

2.3. Developers and the building process 

Developers construct buildings in which families, private firms and public ser-
vices live or work. Hence, they have an important role in the establishment of the 
shape of the urban fabric and are the key actors in the building process which 
comprises the following steps. First the developer buys one or more land plots in 
the land market. Second the developer decides which type of buildings to build 
and where. Hereafter, the developer produces the established type of building and 
offers it in the buildings market. Third agents bid for the desired building in the 
concerned buildings market. In addition abandoned buildings can be supplied in 
the market of the buildings to be rehabilitated and eventually bought by a devel-
oper for rehabilitation. 

A land plot can be sold if it is suitable for the urban development, which usu-
ally happens next to already built ares or near roads. In other words, if it is bor-
dered by a built cell or if it is bordered by a road and is located at a distance from 
a built cell not longer than 3 hundred meters. Among all the cells candidates to be 
sold, only a part chosen at random is offered in the land marked. The price is set 
according to a basic land price, related to the agricultural land. This basic price is 
increased in relation to the quantity of built cells admitted by the urban plan, and it 
is doubled if the land plot is next to already built cells. Finally the rent depending 
on the transportation costs in added. This share is calculated as transportation 
costs of the marginal cell, minus the transportations costs of the cell in question. 
By using this method, the average rent increases with the increasing of the spatial 
extension of the urban cluster. 

A developer chooses to buy the land plot for which the difference: average 
price of the surrounding buildings minus the price of the land plot is the highest. 
In turn, the decision where to build and which type of building (housing, commer-
cial or industrial) to build is more complex, because two aspects are involved: the 
demand and offer of each type of building and the local convenience in relation to 
the land plots owned by the developer. In essence a developer chooses to build the 
cell and the type of building with a probability proportional to the expected bid 
multiplied by the expected demand. Once carried out, the building is supplied in 
the buildings market. This buildings market has three separate sections: housing, 
industrial buildings (sheds), and commercial or service buildings (stores and of-
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fices). While only industrial firms are allowed to bid both for industrial buildings, 
commercial and private service firms may bid both for commercial buildings and 
for housing. Because the quality of a building is decreasing during time, a building 
if abandoned by the renter, can be rehabilitated. For this reason the building is of-
fered in the market for the buildings to be rehabilitated. This happens when the 
difference between the potential rent and its quality overcomes an established 
threshold. Developers can buy an existent building from this market, rehabilitate it 
and then offer it in the concerned market. 

3. General aspects 

The model simulates aspects which are considered as outside to the agent’s inter-
actions. These concern the establishment of the demand of export goods, the gen-
eration and death of agents, the revaluation of the land rent as well as the decrease 
of the quality of buildings, and the simulation of traffic congestion. The demand 
for export goods is established by using a logistic growth function. According to 
the economic base theory, this demand is the key quantity for the growth of the 
model. 

New agents are generated if in the previous step the total amount of extraprofits 
make possible the existence of other similar firms, such as for industrial, commer-
cial, and private service firms, or the demand for the output produced by the 
agents has been greater than the supply, such as for developers and public ser-
vices. In turn, an agent is eliminated if his budget is negative. Because the city 
grows at each step, the land rent is reevaluated and this additional value is trans-
ferred to the building rent. In turn the buildings’ quality is decreased during the 
simulation. Because families and firms have a limited budget the increase of rent 
gives rise to the relocation as well as to the upgrading of buildings. 

Finally, commuting fluxes are assigned to the roads network and distance is re-
calculated in order to simulate the congestion. 

Fig. 2. The urban cluster after 150 iterations. Right: a zoom in the central area.  
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4. Results 

The CityDev project is currently under development. A brief sketch of the results 
obtained is here shown. It includes a map of a simulation after 150 steps (Figure 
2), the variation of agents during the simulation (Figure 3), and the variation of 
land rent as a function of the distance from the city center (Figure 4). 

Fig. 3. The variation of agents number during 150 iterations. Graph A, Fami-
lies. Graph B, 1: Commercial firms, 2: Private services, 3: Public services. C, 

Developers. 

Fig. 4. The rent structure after 50 (graph 1), 100 (graph 2) and 150 (graph 3) iterations. 
X axis, distance from the city center in meters, Y axis, price of a land plot in Euros 

5. Discussion 

CityDev is in essence a dynamic economic model, in which spatial aspects have 
been explicitly considered. For this reason it is indebted with micro-economic the-
ory concerning market equilibrium, and location (Alonso, 1964). This micro-
economic theory is useful as reference even if hardly it can be directly applied to 
the behavior of the agents. In fact it is usually formulated in a schematic way and 
is based on over-simplification of the reality. Nevertheless, multi-agent models al-
low to extract from the reality the rules of the model, i.e. the behavior of agents, 
by a direct inquire of the real actors of the process. This is an important aspect 
which allows the direct calibration of parameters such as the amount of a wage or 
the rent of an house. 
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6. Conclusion 

The multi-agent simulation is an useful tool for the simulation of urban dynamic, 
in connection with an interactive environment with human users. Agents allow the 
complete simulation of the urban dynamic, in which the building of the urban fab-
ric is only one of the many facets of the process. Even if microeconomic theory 
does help in building the agents behavior, the possibility to model agents behavior 
on the basis of the corresponding real humans actors is a positive factor for the de-
sign of the model.  
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Modeling Multi-scale Processes in a Cellular 
Automata Framework 

Roger White 

Abstract. When modeling land use changes in large regions or countries it has been 
necessary to combine two or more models operating at different scales. Typically location 
and relocation of population and economic activity is handled by a spatial interaction based 
model defined on statistical units like census tracts or counties, and the output of this model 
then drives a CA based model of land use,  constraining cell totals in each of the regions.  
This approach works relatively well when the statistical areas are numerous and function-
ally coherent (e.g. urban centred regions).  But when the areas are few, and worse, polycen-
tric, results are very poor.  An alternative approach is to attribute the activities to the cells 
of the corresponding land uses, and then to treat the dynamics at both scales using a single 
CA.  In order to do this, the CA is defined with a variable size grid, so that the neighbour-
hood of each cell includes the entire modelled area, but the number of cells in the 
neighbourhood is relatively small, since the cells in each successive ring of cells in the 
neighbourhood is nine times as large as the cells in the preceding ring.  And since each cell 
neighbourhood includes the entire modelled area, spatial processes at all scales are included 
in the cellular transition rules.  The theoretical strength of the approach and the practical 
advantages in many applications are clear.  First tests in applications previously modelled 
with a single scale CA linked to a spatial interaction based regional model indicate that the 
approach eliminates several problems inherent in the conventional approach; for example 
boundary effects, where urban growth cannot cross regional boundaries, disappear, and in 
large regions growth is distributed more realistically. 

1. Introduction 

When modeling land use changes in large regions or countries it has been neces-
sary to combine two or more models operating at different scales. Typically the 
process of location and relocation of population and economic activity is handled 
by a spatial interaction based model defined on statistical units like census tracts 
or counties, and the output of this model then drives a CA based model of land 
use,  constraining cell totals in each of the regions.  This approach works relatively 
well when the statistical areas are numerous and functionally coherent (e.g. urban 
centred regions).  But when the areas are few, and worse, polycentric, results are 
very poor.  An alternative approach is to attribute the activities to the cells of the 
corresponding land uses, and then to treat the dynamics at both scales using a sin-
gle CA.  In order to do this, the CA is defined with a variable size grid (Andersson 
et al., 2002a, 2002b), so that the neighbourhood of each cell includes the entire 
modelled area, but the number of cells in the neighbourhood is relatively small, 
since the cells in each successive ring of cells in the neighbourhood are nine times 
as large as the cells in the preceding ring.  And since each cell neighbourhood in-
cludes the entire modelled area, spatial processes at all scales can be included in 
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the cellular transition rules.  A number of  difficulties in implementation must be 
overcome, but the theoretical strength of the approach and the practical advantages 
in many applications are clear.  The approach is outlined here. 

2. Regionalized constrained CA—the problems 

A regionalized CA land use model typically involves three coupled levels:  (1) a 
global level, where constraints for the entire modelled area are supplied, usually in 
the form of a growth scenario, (2) a regional level, in which the modelled area is 
subdivided into regions such as provinces, counties, or census tracts and a spatial 
interaction based macro-model relocates activity among the regions at each itera-
tion to yield a regionalized growth dynamics, and (3) a cellular level, where the 
land use dynamics is modelled with the CA, with cell demands for each land use 
type in each region being calculated from the levels of the corresponding activity 
predicted for the region by the regional model.   

While this approach has proven to work relatively well in applications to the 
Dublin area  and the Netherlands (Engelen et. al., 2003)  it is nevertheless subject 
to several problems and limitations.  First, large regions are in effect modelled as 
points.  Thus distances between regions are rather arbitrary, especially if there are 
several concentrations of activity within a single region.  In the case of the appli-
cation to the Netherlands, the 40 economic regions used in the macro-model are 
for the most part relatively compact urban centred regions, and so this problem is 
not serious.  But in the case of the Dublin area application, in which there are only 
nine counties, many containing several towns, both the inter-county distance 
measures and the self distances, i.e. the distances from each region to itself, are 
highly arbitrary.  Furthermore, in these interaction based models, the self distances 
are the most powerful parameters in the model.  It is clearly undesirable that the 
most powerful parameters should have essentially arbitrary values. 

A second problem is that in order to improve the performance of the regional-
ized CA models, information from the cellular level, such as average density of 
activity on cells actually occupied by the activity, is provided to the regional 
model.  This increases the complexity of the model, and thus the number of pa-
rameters to be calibrated.   

A third problem is that the output of the regional model is used to determine 
regional cell demands.  Thus regional boundaries become visible at the cellular 
level.  In effect the boundaries act as invisible barriers to the growth of spatial 
structure at the cellular level, so land use patterns do not spread naturally from one 
region to another.  For example, in the Dublin application, the macro-model gen-
erates a demand for additional residential land use cells in Counties Meath and 
Kildare just to the west of Dublin, but there is nothing at the CA level that makes 
the parts of these counties that are adjacent to the Dublin agglomeration, and thus 
ripe to receive overspill, more attractive to residential location than other parts of 
the counties (Fig. 1a). 
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Fig. 1. The boundary effect in two simulations of the Dublin area.  (a) Output of the re-
gionalized CA model showing simulated land use for the year 2025: urban development 
does not cross the county boundary from Dublin to Meath.  (b) Output of the variable grid 
model, simulated land use for 2025: urban development crosses county boundaries.

Finally, the boundary problem is made worse by the inclusion of a term repre-
senting diseconomies of agglomeration in the macro-model equations.  The term 
necessarily applies to the entire region, even though some parts of the region may 
not be experiencing diseconomies.  For example, the diseconomies term reduces 
the tendency of activity to relocate into Dublin county, thus in effect redirecting 
some growth to surrounding counties.  But parts of Dublin county, especially in 
the north, are far from the urbanizing core, and thus not experiencing the dis-
economies of congestion and land price inflation (Fig. 2).  Nevertheless, the inhi-
bition of growth due to the diseconomies term applies equally to these areas.   

Fig. 2. Land use in Dublin County.  Diseconomies of agglomeration are likely to be high on 
the fringe of the developed area (A), but low in areas far from the urbanizing zone, as in the 
north-western part of the County (B). 

a b
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3. A Variable grid CA 

The solution to these problems is to eliminate the regions and the regional model 
by effectively reducing the regional model to the CA model.  In brief, this is done 
as follows: 

• Allocate each cell a certain amount of the activity corresponding to its land 
use. 

• Expand the cell neighbourhood to include the entire area modelled. 
• Capture the distance decay effects previously represented in the macro-

model in the neighbourhood weighting functions.  Each cell is now effec-
tively its own region, competing with all others for activity.   

• Finally, aggregate the cellular activity levels within any desired set of re-
gions to produce regional activity levels. 

3.1. Definition of the cell neighbourhood 

Since the land use raster of a modelled region may contain on the order of a mil-
lion cells, in order for the CA to remain computationally tractable, the number of 
cells in the neighbourhood must be drastically reduced.  This is done by imple-
menting a variable size, nested grid structure in the neighbourhood.  In the classic 
CA approach, the state of a cell depends on the states of the cells in its neighbour-
hood.  Typically the neighbourhood is small, where small might mean anything 
from the 4-cell von Neumann neighbourhood to the 196-cell neighbourhood used 
in the model of the Dublin region.  Here we refer to the fundamental grid of the 

land use raster as the level-zero or l0 grid, and grids of progressively higher levels 

of aggregation are defined recursively so that each grid cell of level l contains 32

cells of the level l1 grid, or (32)l cells of the fundamental, l0 , grid (Fig. 3).  Be-
cause of the exponential increase in cell size with increasing distance from the 
centre of the neighbourhood, the maximum number of cells in a neighbourhood is 
relatively small.  For example, the Dublin area regionalized model uses a 
neighbourhood with a radius of 8 cells (representing 1.6km), giving 197 cells in 
the neighbourhood  In contrast, with the variable grid approach, the maximum 
number of cells required in a cell neighbourhood to cover the entire modelled area 
(consisting of 101,232  grid cells of 200m resolution) is 57.  
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Fig. 3. The variable grid template and update procedure for a zero level cell.   When the 
level zero cell for which the potential is being calculated shifts from the black to the red 
cell, the neighbourhood cell template shifts with it, thus moving one level zero cell to the 
right.  To update the activity vectors of the l >0 cells, values in the level zero cells in the 
leftmost column of each higher level cell (examples are shown in green) are subtracted 

from the cell total and added to the total(s) of the cell(s) to the left. 

3.2. Cell states and activities

Each level zero cell is assigned a state according to its dominant land use.  This 
land use may correspond to one of the activities being modelled at the macro scale 
(e.g. residential land use corresponds to population), or it may be a land use or 
land cover for which no macro scale dynamics are included in the model (e.g. ag-
riculture or water).  In the former case, an activity level corresponding to the land 
use is also associated with the cell (e.g. the actual population attributed to that 
residential cell).  Grid cells for levels l > 0 are characterized by activity vectors 
a(a, a ) , a = a1...an, a  = an+1...aN,  rather than states, since in general they 
will include multiple land uses and the corresponding activities.  For each mod-
elled activity ai, the activity level consists of the sum of the activity levels of the m  
level zero cells contained in the higher level cell.  For other activities and land 
uses,  the activity level is simply the number of  level zero  cells of the given land 
use contained in the cell.  These latter activities and land uses could, however, be 
given a  measure representing, say, quality of the land cover (e.g., how nice is the 
park?).   

At the initialization of a simulation, activity data that is typically available by 
administrative or statistical regions must be distributed over the level zero cells in 
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some way.  In the current implementation of the variable grid approach this is 
done by simply allocating an equal share of activity to each cell of the correspond-
ing land use in the region. However, where time and data permit, a more sophisti-
cated algorithm may be used to give a more realistic representation of the actual 
distribution of the activity and to avoid sudden discontinuities of density at the re-
gional boundaries.  This step may either be part of the pre-processing of the data 
or may be included in the initialization of the simulation.   

As in all CA, cell state transitions depend on the neighbourhood of the cell.  
Thus at each time step of the simulation, the neighbourhood effect must be calcu-
lated for each cell of the level zero grid.  Since the template for the nested 
neighbourhood grid is dragged along cell by cell, always centred on the level zero 
cell for which the neighbourhood effect is being calculated,  the column of level 

zero cells that constitutes the trailing edge of one l > 0 cell becomes the leading 

edge of the next cell, and so the activity vectors for the l > 0 neighbourhood cells 
are calculated simply by subtracting the activity levels or cell counts of this col-
umn of cells from the activity vector of the one cell and adding them to the activ-
ity vector of  the adjacent cell (Fig. 3).  

3.3. Calculating cell state transitions and activity allocation 

Cell state transitions and activity location are essentially—but not quite—the same 
operation.  The transition of a level zero cell from one state to another represents 
the removal of one activity and the implantation of another.  However, if the new 
activity is one for which the dynamics are being modelled, then the amount of ac-
tivity located on the cell will depend on the desirability of the cell for that activity.  
Level zero cells are changed to the state and allocated the activity for which they 
have the highest potential until all the activity is allocated. 

The potential V of a cell i for activity a is calculated as  

Via = rZiaXiaSiaEiaNia (1) 

where r = a random perturbation term 

Zia = the land use zoning status of the cell for the activity 

Xia = the accessibility of the cell to the transportation network 

Sia = the intrinsic suitability of the cell for the activity 

Eia = a term representing diseconomies of agglomeration  

Nia = the neighbourhood effect 

The three terms Zia , Xia , and Sia capture very local effects.  They have been 
described elsewhere (e.g. White and Engelen, 2000) and will not be discussed fur-
ther here.  The neighbourhood effect and the diseconomies of agglomeration term, 
on the other hand, capture both local and long distance effects.  These terms inte-
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grate the dynamics of the two scales and permit the reduction of the two linked 
models of the regionalized CA to a single CA model.  These terms thus warrant 
further discussion.   

The neighbourhood effect is calculated as 

Nia = j a wadjmja (2) 

where mja = the amount of activity a in cell j
wad = the weight the activity is given as a function of the distance of cell j from 

cell i.

Since in general cell j is a higher order cell, mja = k mka , where k indexes 
all level zero cells contained in j.  The weighting term captures the distance decay 

effect, with wad = f(dij).  Beyond a distance in cell space representing approxi-
mately 1 km, the calibrated weighting functions typically approximate a tradi-
tional negative exponential or inverse power function of distance.  At shorter dis-
tances they may maintain this form, but in some cases the configuration is quite 
different, with the curve becoming negative, for example, reflecting a short range 
repulsion effect between the pair of activities.  The neighbourhood effects as cal-
culated here are thus very similar to the potentials calculated using gravity equa-
tions in the macro model of the regionalized CA. 

The diseconomies of agglomeration term captures the negative consequences of 
the positive neighbourhood effect.  Conventional regionalized models in which the 
net migration of activity is a positive function of potential predict the ultimate col-
lapse of  all activity into the dominant region unless a countervailing term repre-
senting diseconomies of agglomeration (e.g. congestion costs, land costs) is intro-
duced.  And the larger (and fewer) the regions in the modelled area, the worse the 
problem.  In the cell based approach described here, this problem is not as severe.  
Nevertheless, the problem does not entirely disappear, because in general, a cer-
tain amount of the growth of large metropolitan areas occurs not on the fringes but 
in regional centres that lie beyond the main urbanized area. This phenomenon is in 
large part due to an attempt to escape the diseconomies of agglomeration (e.g. 
congestion, high land prices) present in the main centre. In the model, these satel-
lite cities represent local peaks in the potential surface, but the peaks are fre-
quently not high enough to attract as large a proportion of regional growth as is 
observed in reality.  The problem is solved by including the term representing dis-

economies of agglomeration, Eia , in the potential function.  Thus, 
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where 

Eia = relative level of economies or diseconomies of agglomeration 

Vi,pop = j wpop,djmj,pop , the population potential, i.e. the population com-
ponent of the neighbourhood effect 

Vcrit = critical level of population potential at which diseconomies appear  

<Vinit> = mean value of initial population potentials 

a = relative importance of economies or diseconomies for activity a 

 = parameter expressing critical level relative to initial average population 
potential 

The parameter  a accommodates the fact that some activities like financial ser-
vices show very little sensitivity to diseconomies of agglomeration, whereas oth-
ers, for example manufacturing, are highly sensitive.   

Actual cell state transitions and the consequent activity allocation depend on 
eq. (1).  In conventional regionalized spatial interaction based models of location, 
activity migrates from region i to region j on the basis of the distance-discounted 
mass or level of activity at j relative to the total distance discounted activity level 
in all regions—i.e. relative to the potential at i.  In the approach developed here 
there are no regions, and the comparisons are made directly between potentials 
calculated for each cell in eq. (1).  As in the previously developed constrained CA 
land use model (White and Engelen, 2000), for each cell the potentials for the 
various activities are ranked, and the cells are then ranked on the basis of their 
highest potential.  Starting with the highest ranked cell, cells are changed to (or 
remain in) the state for which they have the highest potential, and a certain amount 
of the corresponding activity is allocated to the cell.  A running total of activity al-
located is maintained, and when all of an activity has been allocated to cells, no 
further cells are changed to that state.   

The amount of activity Aki allocated to a cell is a positive function of the rela-
tive neighbourhood effect for that activity on that cell:  

k

k

ki
kki N

N
AA

λ

= , k   1

A cell with an above average neighbourhood effect will thus receive an above 
average amount of activity. This reflects the tendency of land in better locations to 
be developed more intensively.  At the end of each iteration, activity levels are 
summed to provide totals for each activity in each of the original statistical or ad-
ministrative regions as part of the model output, since users are typically inter-
ested in  information at this level of aggregation. 
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3.4. Calculating distances 

Calculating the neighbourhood effects from the weighting functions requires that 
the distances from the reference cell to each cell of its neighbourhood be known.  
In the current experimental implementation of the variable grid model Euclidean 
distances rather than distances through the transport network are used.  This expe-
dient was adopted because establishing distances through the transportation net-
work to cells in the neighbourhood is perhaps the most difficult problem to solve 
in the variable grid approach, in the sense that compromises must be made be-
tween accuracy and computational efficiency in order to keep run times reason-
able.  In region based approaches, nodes on the transport network are selected to 
represent the regions, and a matrix of minimum path (or minimum time path) dis-
tances among these nodes is calculated.  As long as the network does not change, 
the distance matrix need be calculated only once.  In the cell based approach, on 
the other hand, while the neighbourhood of each cell contains a relatively small 
number of  “regions” –i.e. the various sized cells that comprise the neighbour-
hood, the location of these cells is different for every level zero cell, so potentially 
the nodes representing the cells in the neighbourhood change each time the 
neighbourhood template is moved to the next level zero cell on the grid.  Network 
distances will be introduced in future versions of the model. 

4. Application to the Dublin region 

A first, simplified, version of the variable grid CA model is applied to the Dublin 
region data set.  As mentioned above, the current implementation calculates dis-
tances within the cell neighbourhood along Euclidian lines rather than along the 
transportation network.  The full network is, however, used to calculate the cellu-

lar accessibility values, Xia.  Another simplification is that the four residential 
land use categories have been combined into a single class.  Finally, in the appli-

cations shown here, the l0 cell size is increased to 500m from the 200m resolution 
used in the regionalized CA applications.  The larger cell size is simply an expedi-
ent to permit a very rapid exploration of the properties of the new variable grid 
model.   

An example of a ten year simulation is shown in Fig. 4.  The 1990 map (Fig. 
4a) shows the actual land use in the initial year, and the 2000 map (Fig. 4b), the 
simulated land use.  In general the model seems to perform well, giving reason-
able predictions of land use patterns and responding as expected to changes in pa-
rameter values, especially those defined by the neighbourhood weighting func-
tions.  The cellular transition potential map for residential land use is shown in 
Fig. 5. It is not yet possible to make definitive tests of the performance of this 
model in comparison to that of the regionalized CA model, since the current im-
plementation of the new model is, as mentioned, a simplified one.  Furthermore, 
the new model has not yet been as exhaustively calibrated as the regionalized 
model.  However, we are currently developing automatic calibration routines 
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(Straatman et al., 2004), and when these are fully functional it will be possible to 
use the same routine to calibrate both models, and thus to compare the perform-
ance of equivalent calibrations of the two models.  

Fig. 4. Dublin area simulation using the variable grid model. Dublin area land 
use, year 2000.  (a) Initial conditions: actual land use, 1990.  (b) Simulated land  

use, 2000. 

a)

b)
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Fig. 5. Cell state transition potential for residential land use, year 2000, generated by the 
variable grid model. 

Nevertheless, even without definitive tests, several advantages of the variable 
grid approach are already apparent.  First, there are no regional boundaries to cre-
ate artefacts in the form of discontinuities in the potential surface.  As an example, 
in the regionalized CA model of the 9-county Dublin area, much of the growth 
was allocated to Dublin county, with urbanization spreading along major transpor-
tation routes to the west.  But at the County Meath border, this growth  stopped 
abruptly, and was diverted to other locations in Dublin county.  Meath, having a 
much lower potential, also had a much lower growth, and furthermore there was 
nothing in the model to direct that growth to the Dublin edge of the county (Fig. 
1a), since cell state transitions depended only on a local neighbourhood of 1.6 km 
radius.  In the present variable grid approach, since there are no regions, locations 
along major transport routes on the fringe of the Dublin agglomeration have 
higher potentials than locations away from the routes, and along the routes poten-
tials decrease gradually with increasing distance from the city; there are no discon-
tinuities in the potential surface, so the modelled city can expand naturally across 
the county border (Fig 1b). 

Another advantage is that activity densities (e.g. population density) have ap-
proximately continuous distributions, since densities are modelled cell-by-cell.  In 
the regionalized CA model, on the other hand, densities are uniform throughout a 
county.  For example, all residential cells in a particular county are assigned the 
same population.  For some model applications, such as estimating the number of 
people who will be living within the noise band of a major highway, high resolu-
tion density estimates are essential.  Similarly, since the model does not actually 
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make use of regions, the results, which are all generated at the cell level, can be 
aggregated to any desired set of regions.  For example, populations at the cell level 
can be aggregated to give estimates for electoral districts, towns, counties, or any 
ad-hoc region.  In contrast, the regionalized CA approach can only generate esti-
mates for the set of regions used in the macro-model. 

In the variable grid approach it is natural to define the neighbourhood weight-
ing functions using absolute distance units such as kilometres, since the functions 
span the modelled area rather than a predetermined number of grid units in cell 
space.  In consequence, the functions remain valid when the cell space resolution 
is changed.  In the traditional CA, on the other hand, since the neighbourhood is 
specified in terms of cells, the weighting functions are also defined in terms of dis-
tances in cell space.  Thus, for a neighbourhood defined with a radius of 8 cells, if 
the resolution of an application is changed from 100m to 500m, the radius of the 
neighbourhood changes from 800m to 4km, and the weighting functions must all 
be re-defined.  The resolution problem in CA is beginning to receive some atten-
tion (e.g. see Menard and Marceau, 2004).  

Finally, eliminating the regional macro model and its links with the CA also 
eliminates a number of parameters—specifically, 10 per activity.  In the Dublin 
application, with 4 activities modelled at the regional scale, replacing the linked 
macro model with the variable grid CA reduces the number of parameters by 40.    

5. Conclusion 

While the variable grid approach to defining the cell neighbourhood was devel-
oped for an earlier project (Andersson et al., 2002a,b), no attempt was made there 
to model activity migration as opposed to land use, nor was the approach tested on 
real data.  Here  the variable grid approach has been extended to model spatial dy-
namics on all scales within a single framework, and simultaneously to model the 
dynamics of both activities and their associated land uses within that same frame-
work.   The unified variable grid approach is much more natural than the hybrid, 
linked model, regionalized CA framework: it is straightforward, it has high-
resolution where resolution is necessary and less elsewhere, and it is essentially 
lacking in the artifactual discontinuities associated with regional boundaries.  It is 
thus easier to work with, and on the basis of early experiments, it seems likely to 
give better results. 
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Multi-Agent Models of Spatial Cognition, 
Learning and Complex Choice Behavior in Urban 
Environments

Theo Arentze and Harry Timmermans 

Abstract. This chapter provides an overview of ongoing research projects in the DDSS 
research program at TUE related to multi-agents. Projects include (a) the use of multi-agent 
models and concepts of artificial intelligence to develop models of activity-travel behavior; 
(b) the use of a multi-agent model to simulate pedestrian movement in urban environments; 
(c) the use of multi-agent models for simulating the dynamics of land development; (d) the 
use of multi-agent models to simulate learning and adaptation behavior in non-stationary 
urban environments and under conditions of uncertainty and information search and (e) the 
development of computational models linking cognition, choice set formation, activity 
travel behavior and land use dynamics. The scope, theoretical underpinnings and results of 
numerical and empirical simulations are presented.

1. Introduction

This paper will provide an overview of some research projects conducted by the 
authors that relate to the topic of the workshop in the context of the Design and 
Decision Support Systems in Architecture and Urban Planning (DDSS) research 
program at the Eindhoven University of Technology, The Netherlands. This pro-
gram involves the collaboration of the Urban Planning Group, which has a strong 
emphasis on modeling urban phenomenon and spatial choice behavior, and the 
Design Systems Group, which has a good reputation in developing computer sys-
tems.  

One of the main research efforts of the DDSS research program concerns the 
development of multi-agent systems. One of the potential advantages of such sys-
tems concerns their flexibility. It is relatively easy to incorporate appealing behav-
ioral concepts and use these in micro-simulation frameworks. As part of the DDSS 
research framework, multi-agent systems have been or are currently developed for 
various types of spatial choice behavior. These projects include: 
1. the use of multi-agent models and concepts of artificial intelligence to deve-

lop models of activity-travel behavior 
2. the use of a multi-agent model to simulate pedestrian movement in urban 

environments 
3. the use of multi-agent models for simulating the dynamics of land develop-

ment 
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4. the use of multi-agent models to simulate learning and adaptation behavior 
in non-stationary urban environments and under conditions of uncertainty 
and information search. 

5. the development of computational models linking cognition, choice set for-
mation, activity travel behavior and land use dynamics 

Thus, while some of the early projects were concerned with spatial choice proces-
ses of consumers in a static context, more recently the first prototypes of dynamic 
models and models for agents other than consumers were proposed. 

The purpose of this review paper is to present some of these ongoing research 
projects. The scope, theoretical underpinnings and results of numerical and em-
pirical simulations will be presented. The paper will focus primarily on the pro-
jects of the authors. No attempt is made to position the research efforts vis-à-vis 
related research. Readers are requested to consult the original papers for such po-
sitioning and discussion of relevant related work. The focus in this chapter will be 
on a multi-agent model of activity-travel behavior and how this can be embedded 
into more general models of spatial cognition and learning, choice set formation 
and spatial dynamics. 

2. A multi-agent model of activity-travel behavior 

Recently, research in transportation has shifted away from trip and tour-based mo-
dels to models of activity-travel behavior. This shift reflected the notion that 
transport represents induced demand; it is the result of individuals and households 
organizing their activities in time and space. The utility-maximizing nested logit 
models still constitute the dominant modeling tradition in this field of research 
(see e.g. Timmermans, et al, 2002), but an increased awareness that multi-agent, 
computational process models offer a viable alternative can be detected in the lit-
erature. The Albatross model (Arentze and Timmermans, 2000, 2004a; Arentze et 
al. 2003), developed for the Dutch Ministry of Transportation, is currently the 
only available, fully operational computational process model of activity-travel 
patterns.  

The model system especially concerns the scheduling of activities in time and 
space and can be viewed as a set of software agents to solve the problem. The core 
of the system is the activity scheduler. The scheduling of activities involves a set 
of interrelated decisions including the choice of location where to conduct a 
particular activity, the transport mode involved, the choice of other persons with 
whom to conduct the activities, the actual scheduling of activities contained in the 
activity program, and the choice of travel linkages which connect the activities in 
time and space. Travel decisions represent a sub-decision. Transport mode 
decisions dictate the action space within which individuals can choose locations to 
conduct their activities. The organization of trips into chains allows individuals to 
conduct more activities within a specific time frame. The actual process of 
scheduling activities is conceptualized as a process in which an individual 
attempts to realize particular goals, given a variety of constraints that limit the 
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number of feasible activity patterns. Several types of constraints are identified: (i) 
situational constraints impose that a person, transport mode and other schedule 
resources cannot be at different locations at the same time; (ii) institutional 
constraints, such as opening hours, influence the earliest and latest possible times 
to implement a particular activity; (iii) household constraints, such as bringing 
children to school, dictate when particular activities need to be performed and 
others cannot be performed; (iv) spatial constraints also have an impact in the 
sense that either particular activities cannot be performed at particular locations, or 
individuals have incomplete or incorrect information about the opportunities that 
particular locations may offer; (v) time constraints limit the number of feasible 
activity patterns in the sense that activities do require some minimum duration and 
both the total amount of time and the amount of time for discretionary activities is 
limited, and (vi) spatial-temporal constraints are critical in the sense that the 
specific interaction between an individual’s activity program, the individual’s 
cognitive space, the institutional context and the transportation environment may 
imply that an individual cannot be at a particular location at the right time to 
conduct a particular activity.  

The scheduling model consists of three components: (1) a model of the 
sequential decision making process; (2) models to compute dynamic constraints 
on choice options and (3) a set of decision trees representing choice behavior of 
individuals related to each step in the process model. The first two components are 
a-priori defined, whereas the third component is derived from observed choice 
behavior of individuals. The system generates a schedule in terms of an ordered 

list Sr for each member r of the household simulated. Each element of Sr
represents an activity episode described in terms of relevant profile dimensions 
including activity type, travel party, duration, start time, location, and if traveling 
to the location is involved, transport mode and travel time. Mandatory activities, 
such as work or school, are typically fixed in a short time horizon of a day. As the 
model focuses on daily scheduling, the selection, location, duration and start time 
of such fixed activities were considered given in the first version of the model, but 
in the second version these facets were also predicted. The scheduling process 
model intends to simulate how individuals frame choices and arrange them into a 
sequence when they schedule their activities. Albatross presently assumes a pre-
defined sequence of choice facets based on an assumed priority ranking of 
activities by type and an assumed priority ranking of activity attributes. An 
activity is assigned a higher priority the closer it is positioned towards the 
mandatory end as opposed to the discretionary end on a mandatory-discretionary 
scale.  The activities that are fixed in time and space in the short term constitute a 
schedule skeleton defining the blocked and open time periods for activities that are 
more flexible. The process model includes two main stages. In the first stage, the 
model generates the schedule skeleton. This involves the steps of (1) selecting 
which fixed activities are included in the schedule for that day, (2) determining the 
(exact) start time and (exact) duration on a continuous time scale for each fixed 
activity and (3) selecting the location of each fixed activity. In the second stage, 
flexible activities are scheduled in open time slots in the skeleton. We will 
describe the process model for the second stage in somewhat more detail here. 
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In that stage, the model first decides on the transport mode for the work 
activity. Mode choice for work is considered the highest-priority decision because 
this choice determines which person can use the car for a substantial part of the 
day in cases where there is only one car and more than one driving license 
available in the household. Step 2 determines the activity composition of the 
schedule. For each flexible activity category, a decision whether or not to add an 
episode of that activity to S is made. If an activity is added, travel party and 
duration of the activity are determined before a next activity category is 
considered. Duration is determined in a qualitative way as a choice between a 
long, average and short episode. Each duration class is defined by a time range 
depending on the activity category under concern. Temporal constraints define the 
feasibility of both selection and duration decisions in this step. Step 3 determines 
the time of day for each flexible activity in order of priority. This is modelled as 
choosing a time period for the activity based on a given subdvision of the day 
(e.g., early morning, late morning, around noon, etc.). The time period constrains 
the start time of the activity. Based on this the model determines a preliminary 
position in the schedule. Step 4 determines trip links between activities by 
choosing for each activity in order of priority whether it is conducted on a Before 
stop (directly before another out-of-home activity in the schedule), an After stop 
(directly after another out-of-home activity), an In-between stop or on a single 
stop trip. The choices made in this stage have several implications for the 
schedule. First, the activity is repositioned if needed to realize the chosen trip link. 
After this step, the position of the activity is considered definite. Each activity 
with a definite schedule position can serve as a basis for a trip link for activities 
considered next. Thus, trip links can be established between flexible activities as 
well. Second, in-home activities are inserted where needed to make the schedule 
consistent with chosen trip links. In this stage, the tours included in the schedule 
are identifiable as sequences of one or more out-of-home activities that start at 
home and end at home. Step 5 involves a choice of a transport mode for each tour 
assuming that there are no mode changes between trips within tours. Tours inclu-
ding a work activity take on the mode that was chosen for the work activity in the 
first step. Finally, step 6 determines the location of each flexible activity in order 
of priority. For each location choice, the system defines a dynamic location 
choice-set, dependent on the time-window for the activity, available facilities, 
opening times of facilities, travel times and minimum activity duration. The 
decision is modeled as a choice among different pre-defined location categories. 
The categories are defined as a specific combination of travel-time band and size 
category of available facilities for the activity. To account for trip chaining, travel 
time is consistently defined as detour time in comparison to a direct trip between 
previous and next (known) location. Possibly, there are multiple locations in the 
choice set that fit a chosen location category in a particular case. In that case, the 
model selects a location randomly from the candidates.  

The model takes possible interactions between persons within households into 
account by constructing the schedules for persons within the same household 
simultaneously. This is done by alternating scheduling steps between persons. For 
each person and each step, the model takes the schedule of the partner as far as 
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developed at the end of the previous step as a condition  for the scheduling 
decisions.  

In each step, dynamic constraints determine which choice alternatives are 
feasible given the current state of the schedule. In many cases there will be a 
choice left and the decision tree linked to that step is consulted to generate a 
choice. Socio-economic attributes of the person and household are input to take 
possible interindividual differences in decision rules into account. State 
dependence of decisions is taken into account by including outcomes of previous 
decisions as input to each current decision. In this way, for example, the 
probability of adding an activity will be strongly reduced when an activity of that 
category already has been added in a previous step. 

The location choice set definition for a given activity is probably the step where 
the complexity of an activity-based model is most apparent.  In Albatross, a 
location l is considered feasible if the following two conditions are met: 

∃g ∈ Gl, g ∈ G{a(τ)} (1)
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where, τ is an index of activity episodes in the given schedule, Gl is the set of 

facilities present at location l, G{a(τ)} is the subset of facilities compatible 

with activities of type a(τ), )(min τv  is the minimum duration and mins
l g

T  and 
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T define the time window for the activity dependent on the current schedule 

and opening hours of facilities. The latter terms are formally defined as: 
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where, min
gld t and max

gld t are the known opening and closing times of facilities 

of type g at location l on day d, minfT  is the earliest end time and maxsT  the 

latest start time of the previous and next activity respectively and t
lt is travel time 

to the activity location using the mode chosen in a previous step. Earliest start 
times and latest end times of activities are calculated by shifting previous activities 
as far as possible to the right on the time scale and next activities as far as possible 
to the left within temporal constraints. 
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Albatross assumes that individuals choices are driven by condition-action rules 
which have been formed and are continuously adapted through learning based on 
experience. The general format of a condition-action rule can be described as: 

if C1 ∈ CS1k ∧ C2 ∈ CS2k ∧  .... ∧ Cm ∈ CSmk then choo-

se alternative Ak

(5)

where Ci represents condition variables, CSik is the state of the i-th condition 

variable in the k-th rule and Ak is the choice prescribed by the k-th rule. The set 
notation used implies that a condition state is defined as a subset of the domain of 
the condition variable. If the condition variable is measured on a nominal scale, 
the subset may consist of any combination of values from the domain, whereas in 
the case of an ordinal or metric variable, the condition state specifies a certain sub 
range of the variable’s domain. Each decision step involves a set of decision rules 
of type (5). To make sure that a rule set generates an unambiguous response for 
every possible configuration of condition values, the rules must be mutually exc-
lusive and as a set exhaustive. These properties of consistency and completeness 
are guaranteed by the way the learning mechanism operates in Albatross. Consider 
an initial situation where the individual has no a-priori knowledge of the domain. 
Decision-making would be purely random and handled by a single ‘rule’: 

if C1 ∈ CD1 ∧ C2 ∈ CD2 ∧  .... ∧ Cm ∈ CDm then choose 

random 

(6)

where CDi represents the domain of condition variable Ci. Since every ‘condi-
tion state’ in this rule equals the entire domain, each variable in effect is irrelevant. 

Therefore, every possible state in terms of Ci will trigger the rule implying that 
the model meets the requirements of completeness and consistency. Now assume 
that through interaction with the environment the individual has learned to discri-
minate between particular states of a particular condition variable. In the model, 
this is represented by splitting the domain of that variable and replacing the initial 

rule by a rule for each partition. For example, if, in rule (6), the domain of Cj is 

split into states CSj1 and CSj2, then rule (6) is replaced by: 

if C1 ∈ CD1 ∧ C2 ∈ CD2 ∧  .....∧ Cj ∈ CSj1 ∧….  ∧
Cm ∈ CDm then choose A1 

(7)

if C1 ∈ CD1 ∧ C2 ∈ CD2 ∧  .....∧ Cj ∈ CSj2 ∧….  ∧
Cm ∈ CDm then choose A2 

(8)
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Because the new condition states were achieved by splitting a domain, CSj1 ∪
CSj2 = CDj and CSj1 ∩ CSj2 = ∅ and, hence, the changed rule set still 
meets the requirements of completeness and consistency. Each time the individual 
discovers new contingencies, the process of splitting is repeated.  The result at 
some given moment in time, may be a highly complex model which still meets the 
required properties. 

Any set of rules that can be obtained by recursively splitting condition states 
starting with an initial rule of format (6) meets the formal definition of a decision 
tree. Decision tree induction based on observed choices has received much attenti-
on in statistics and AI. Because the number of possible trees increases exponenti-
ally with the number of condition variables, work in this area has focused on heu-
ristics to search for the most parsimonious tree that best fits the data. Albatross 
uses a CHAID-based algorithm to induce a decision tree for a given decision step 
from activity diary data.  The decision trees, thus derived, can be used for predic-
ting scheduling decisions, given that we have a so-called action-assignment rule 

Consider an  action variable that has Q levels and for which CHAID produced a 

tree with K leaf nodes. In the prediction stage, the tree is used to classify any new 

case to one of the K leaf nodes based on attributes of the case. An action-
assignment rule defines an action (i.e., a scheduling decision) for each classified 
case. Albatross uses a probabilistic assignment rule. In the basic form of this rule, 

the probability of selecting the q-th action for a case assigned to the k-th leaf node 
is defined by: 

k

kq

kq N

f
p =

(9)

where fkq is the number of training cases of category q at leaf node k and Nk is 
the total number of training cases at that node. This rule is sensitive to residual va-
riance, but fails to take scheduling constraints into account. Scheduling constraints 
entail that dependent on individual attributes and the state of the current schedule 
some choice alternatives for the decision at hand may be infeasible. If such 
constraints are represented in the decision tree, the probabilistic rule would assign 
zero probability to infeasible categories and the response distribution should not 
be biased. However, even though it is likely, it is not guaranteed that the induction 
method discovers constraint rules in data. Therefore, to cover the general case rule 
(9) was refined as: 
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where q’ is an index of feasible alternatives for the decision at hand. The rule 
tends to over predict responses that are feasible in the majority of cases (at that 
leaf node), because the probability of these responses is increased by rule (10) in 
constrained cases and stays the same as (9) in unconstrained cases.  

The Albatross system has been tested in several studies. It turned out that the 
spatial transferability of the system is good (Arentze et al., 2002), and performan-
ce of the model relative to alternative, utility-based models considered in a compa-
rison is favorable (Arentze et al. 2001). 

3. A multi-agent model to simulate learning and 
adaptation behavior in non-stationary urban 
environments under condition of uncertainty
and information search 

Arentze and Timmermans (2005a, 2005b) suggested a multi-agent modeling fra-
mework to simulate the formation of choice sets as a function of knowledge and 
spatial search processes in the context of activity-travel behavior. At the same 
time, the approach incorporates learning and adaptation behavior in non-stationary 
environments. Mental maps are used as a representation of an individuals’ know-
ledge about locations and their attributes in their environment. A Bayesian Belief 
Network (BBN) is used to model the dynamic knowledge (beliefs) of individuals 
about locations and their attributes in their environment in response to primary 
learning processes, that is direct experiences of individuals during the implemen-
tation of activity-travel sequences. The approach works as follows. 

Assume that the environment is represented as a regular grid of cells. Each cell 
represents a location where an activity can be conducted and is described by a vec-

tor, Xl, of potentially relevant variables, influencing spatial choice behavior. As-
sume further that a transport network connecting the different locations is repre-

sented as a directed graph G(N, L) where N is a set of nodes and L is a set of 

links. A trip from an origin location l1 to a destination location l2 is modeled as a 

path through the network from the nearest node from l1 to the nearest node from 

l2. Assume that the variables describing locations are discrete. The possible values 

(or states) of Xlk are denoted as xlks, where xlks is a specific value (or ‘state’) of 

Xlk and l is an index of location. The belief that Xlk = xlks is represented by a 

probability P(xlks). These beliefs reflect an individual’s uncertainty about the sta-
te of the environment. The awareness space or mental map of an individual is 

modeled in terms of the full set of probability distributions,  = {P(Xlk) | l = 
(i, j), i = 1,…, I, j = 1,…, J, k = 1,…, K}  where I and J are the num-

ber of rows and columns of the grid and K is the number of location attributes. 
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Full information represents the special case, where the probability is equal to zero 
for untrue values of the variable and one for the true value.  

During implementation of trips and activities, an individual makes observations 
about certain variables in certain cells.  Observations are not necessarily perfect 

especially not when they are made from a distance. Let X be a particular variable 

in a certain cell, and let Y denote the outcome of observing the variable in that 

cell. Let Y = ys denote the outcome that X = xs in that cell. Uncertainty about 

the observation means that the probability of Y = ys given that X = xs is not ne-

cessarily equal to one and the probability that Y = ys given that X ≠ xs is not 
necessarily equal to zero. To account for uncertainty, we propose the well-known 
Bayesian method as a model of perception updating. Using this method, the upda-

ted belief in xs after making observation yu is defined as: 
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where, 

P(xs)  is the prior belief in xs;

P(xs | yu) is the updated belief after observation yu;

P(yu | xs) is the probability of observation Y = yu given X = xs.

Since the updated belief, P(xs | yu), is taken as the prior belief in a next observa-
tion, learning is incremental.  

The conditional probability distributions on the right hand side of Equation (11) 
represent the individual’s perception of the credibility of the observation. This 
credibility is not constant but will differ depending on how well the particular va-
riable is observable from the point on the route from which the observation is ma-
de. The following multinomial logit model is used to predict conditional observa-
tion outcome probabilities (COOP) each time an observation made: 

=

=
n

s
us

us
su xyP

1'
' )exp(

)exp(
)|(

θβ

θβ
∀u,s

(12)

where βus are observation-bias parameters and θ is an observation-sensitivity 
parameter. The sensitivity parameter is inversely proportional to the error scale. 
The larger the value the smaller the expected error is and vice versa. In the extreme 
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case, where the value is zero, the observation is completely independent of the true 
value and the posterior belief is identical to the prior belief meaning that no lear-
ning has occurred. On the other hand, if the sensitiveness is very large, the conditi-
onal probability distributions are very dense at the level of the true value and un-
certainty in the updated belief is strongly reduced. 

The sensitivity of an observation will vary from case to case depending on ma-
ny factors.  Therefore, the sensitivity parameter is predicted each time an observa-
tion is made using the function: 

),,( XDSf=θ  (13) 

where S is the state of the individual, X is the variable being observed and D is 
the distance between the individual and the object of the observation. The state of 
the individual may include many things, such as the speed of traveling, the trans-
port mode used, the motivational state, etc. To give an example, sensitivity will be 
particular big if the variable type is easy to observe, the distance from the cell is 
small, transport mode is slow and the link is a local road (as opposed to highway).  

In the model, mental map  is updated each time after a trip or activity has 
been implemented by updating the beliefs for each cell that could have been ob-
served during the event. This involves for each variable and each cell (i) calcula-
ting COOPS based on equations (13) and (12), (ii) drawing an observation outco-

me from distribution P(Y | xs), where X = xs is the actual cell value, and (iii) 
updating the beliefs using equation (11).  

Making observations is not the only factor in belief updating. In addition, the 
model takes two additional factors into account. First, belief updating takes place 
in a network of beliefs representing the individual’s causal knowledge. The links 
in the so-called Bayesian belief network (BBN) represent causal or statistical de-
pendencies between variables. As a consequence of probability propagation 
through the network, an observation tends to have a wider impact than just the be-
lief to which it is related. Second, the difference between the current belief and the 
a-priori belief in a certain value of a cell represents specific knowledge about that 
cell. As a consequence of limited memory retention, we assume that specific 
knowledge is subject to decay over time and we model this decay by letting poste-
rior probabilities return with a given step size to their corresponding a-priori va-
lues. The step size is a parameter determining the speed with which the results of 
belief updating decay over time. 

Location choice and choice set formation are modeled as follows. At every 
moment in time, the mental map describes the individual’s current knowledge 
about locations. We assume that, at the moment of making a choice, all cells (i.e., 
locations) compete for the attention of the subject and the cell with the highest 
perceived value is chosen. This process implies exhaustive search, but does not 
have the theoretical drawbacks of an equivalent process in conventional (random-
)utility-maximizing models. Since the mental map is searched, the strong assump-
tion of full information is prevented. Moreover, the mental map itself can be seen 
as the choice set, namely one in which awareness of choice alternatives is a con-
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tinuous rather than a discrete function of the individual’s knowledge. The mental 
map introduces uncertainties the individual should deal with in choosing a locati-
on for an activity. 

We assume that expected utility, expected information gain and uncertainty are 
the three main criteria in location choice under uncertainty. We define information 
gain as the decrease in uncertainty caused by making a trip and conducting an ac-
tivity at the destination. The subjective value of information gain has three com-
ponents. First, the information obtained allows the subject to make better-
informed decisions in the future. Second, information gain is proportional to the 
degree of novelty of a choice alternative and, as such, measures the extent to 
which the choice of the alternative can satisfy curiosity or pleasure of exploring. 
Third, on the negative side, information gain is inversely proportional to the fami-
liarity of a choice alternative.  

Uncertainty, the next criterion, is proportional to the difficulty of predicting the 
consequences of a choice alternative (in terms of it’s utility). As prospect theory 
emphasizes, the influence of uncertainty on the perceived value of a course of ac-
tion is complex. In determining a choice, subjects consider a base alternative as a 
reference point and evaluate alternatives on the expected loss and gain they would 
yield. Risk aversive persons assign a relatively large weight to expected losses, 
whereas risk-takers value expected gains higher. Whether personality differences 
in risk seeking as well as novelty seeking are important factors in choice is unclear 
as empirical research on this issue shows rather controversial results. 

 These three criteria are integrated in a utility function of locations. Assuming 
the origin location, route, transport mode and purpose of the trip as given, the uti-
lity of a location choice alternative l can be defined as: 
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where Ul is the utility of cell l, Vl
trip

 is the utility of the trip, E(G) is an ex-

pected information gain, E(V) is an expected utility, E(V −) is an expected utili-

ty loss, E(V+) is an expected utility gain and µ are weights. The equation assu-
mes that there is no uncertainty related to the transport network so that 
information gained by traveling arises exclusively from observations of land cha-
racteristics. It also means that  there is no uncertainty in the assessment of the (dis-
)utility of travel. The weights are influenced by the positions of the subject on the 
familiarity – novelty scale and the risk aversion – risk taking scale. The utility of a 

trip, Vl
trip

, is defined in the usual way as a function of distance and possibly other 
attributes of the route. The expected utility of a destination takes into account the 

current beliefs in states of the variables within cell l, as given by the mental map. 
The expected loss and gain are defined based on the notion that, given a reference 

utility level V0
, the expected utility level can be decomposed as: 
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where P(X) is the probability of event X, E(V | X) is the expected utility gi-

ven event X and V0
 is the utility of a base alternative. The first and the second 

product on the right hand side of equation (15) correspond to the expected utility 
loss and expected utility gain respectively.  

The proposed measure of information gain, used in equation (14), is conceptua-
lized as: 

)}({)()( lklklk XHEXHGE −=  (16) 

where H(X) is the entropy of X and E{H(X)} is the expected amount of 
entropy after the observation. The latter is formally defined as: 

)|()()}({ ulku ulk yXHyPXHE =  (17) 

Note that observation-outcome probabilities in (17) can be found as: 

=
s ssuu xPxyPyP )()|()(  (18) 

and that probabilities of type P(xs | yu) in (18) can be found by applying E-
quation (11). Equation (16) provides a measure of expected information gain rela-
ted to an observation of a single attribute in a particular cell. When making a trip 
to the destination, however, the subject is able to observe, with distance-varying 
sensitivity, all attributes in all cells that are observable from the route of the trip. 
Apart from making observations during the trip, the subject will also make obser-
vations during the activity in the destination cell. The total expected information 
gain of the trip and activity is found as the sum of information gains across all ob-
servations made during the event. 
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4.  A computational model linking cognition, choice set 
formation, activity travel behavior and land use 
dynamics

Ultimately, many of the above ideas can be put together in a more integral mode-
ling framework. Absolute represents an example of such a system (Arentze and 
Timmermans, 2004b). It (ultimately) intends to model the location decisions of 
planners, firms, households and individuals related to various types of facilities: 
housing, productive facilities and consumptive facilities. On the demand side, in-
dividuals schedule their activities and execute their activity schedules on a daily 
basis. The schedule determines which activities are conducted where, when, for 
how long and the transport mode used, on a continuous time scale. On the supply 
side, firms and/or the planning authority decide on where to develop how much of 
which (consumptive) facilities to support those activities. The present implementa-
tion of the system focuses on the dynamics of consumptive facilities and assumes 
the allocation of housing, industrial and office land used in the study area as fixed 
and given. 

4.1. The system design 

To model and micro-simulate the dynamics, a multi-agent system approach is 
used. In this approach, all demand-side actors (individuals) are represented indivi-
dually. On the supply side, the system includes an agent for each facility type. It is 
the objective of a supply agent to develop the largest possible network of facilities 
under constraints of sufficient viability of each outlet separately, sufficient profits 
for the chain as a whole and a minimum level of cannibalism between outlets of 
the same chain. As such, a supply-side agent does not represent a single actor, 
such as a developer, firm or planning authority. Rather, it represents a group of ac-
tors that in interaction determine facility location decisions. The system is driven 
by the following key principles and notations.  

Let there be given a study area, represented as a regular grid of cells that are 
considered the units of location, a zoning plan for the area determining the allo-
wed facility types in each cell and a population with known home and work loca-
tions. The system uses the following classifications and allocation variables: 

U is the classification of land-use types used for the zoning plan; 

A is the choice set of activity types for individuals; 

G is the set of demand types requiring a (consumptive) facility of some sort; 

H is the set of (consumptive) facility types; 

B is a smaller set of more aggregate demand types, in the following referred 
to as demand sectors.

Pg
a
 is the probability that activity a involves a demand of type g;
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Pe
g
 is the probability that individuals use heuristic e to select a location for 

purpose g;

Ub is the subset of land-uses allowing facilities of type b ∈ B (Ub ⊆ U);

Gh is the subset of demand types covered by facility h ∈ H (Gh ⊆ G);

Hb is the subset of facilities belonging to sector b (Hb ⊆ H).
As implied by these definitions, we assume that there does not necessarily exist 

a one-to-one correspondence between scheduled activities, on the one hand, and 

facility types, on the other. Rather the parameter Pg
a
 describes for a given activi-

ty, a, the probability that the activity involves a demand of type g. Thus, an acti-

vity category, a, is seen as a heterogeneous set of more elementary activities that 
may entail different demands. It is also possible that a specific instance of the ac-
tivity category does not involve any (consumptive) demand. Examples of the latter 
are a social activity conducted at the own or someone else’s home, work activities 
and picking up/dropping off persons or goods. Even if such activities would in-
volve a visit to a (consumptive) facility location, they still do not involve a de-
mand in the sense of occupying floor space of the facility and therefore do not 

classify as a consumptive activity. It means that the sum of probabilities Pg
a
 ac-

ross g does not necessarily sum up to one for all activity categories and may even 
be zero for certain activity categories. 

The facility type defines the supply set, Gh, of a facility and, vice versa, the 
supply set defines a facility type uniquely. Single-purpose and multi-purpose faci-
lities are distinguished. Single-purpose facilities support a single demand, whereas 
multipurpose facilities cover multiple demands. A facility is said to be of a higher 
order than another facility if it’s supply set includes the supply set of that other fa-
cility and has elements not covered by the other facility. A typical example of a 
higher-order facility is a district shopping center that includes the supply of a 
neighborhood shopping center and in addition offers supply not included in this 
facility. Another example is a health care center including elementary facilities 
such as a physicist, pharmacy, physiotherapist and possibly other medical services 
that can also be provided by individual facilities. The optional facilities for a spe-

cific demand are defined based on sets Gh. Because supply sets Gh may overlap, 
multiple facility types may be optional for fulfilling a given demand. 

To describe the study area at any moment in time, the system uses the follo-
wing additional set of variables: 

Ul is the land use of cell l (defined by the zoning plan) 

Slh is the size (square meter floor space) of facility h in cell l;
Vlg is the average number of visits per day to cell l for satisfying demand g;

Nli is the number of individuals visiting location l for purpose i (residential, 
working, visitors of certain facility types) per day; 
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Where Ul is given by the zoning plan, Slh represent the outcomes of suppliers’ 

decisions and Vlg, Nli represent the aggregate result of individuals’ decisions. As 
the definitions indicate, the present system uses the period of a day as the unit of 
time. The continuous time scale on which schedules are defined would allow a 
further (unlimited) disaggregation of time so that an extension in that direction is 
possible. 

4.2. Demand-side agents 

Each individual of the population in the study area is represented as an agent in 
the model. On each simulated day, each agent schedules its activities and executes 
the schedule. A tailor-made version of Albatross is incorporated as a method in 
each individual agent to accomplish this. For a given day, the model determines 
which activities are conducted where, for how long, when, and, if travel is invol-
ved, the transport mode used. Hereby, it takes temporal constraints, some socio-
economic variables, day of the week and residential location into account. Fur-
thermore, the schedules of different agents may differ because all scheduling deci-
sions in Albatross are stochastic variables. In-home activities are not further diffe-
rentiated. Thus, an activity generated can be described as: 

e =  (a, ts, v, tt
, m) (19)

where a ∈ A is the activity type, ts
 the start time, v the duration, tt

 the travel 

time and m the transport mode of episode e. The activities conducted by the same 
person must meet the temporal constraints: 
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where time is expressed in minutes, Edp is the schedule of a person p on day d,

defined as an ordered set of activity episodes, and e+1 is the activity succeeding e
in Edp. We emphasize that constraint (20) is a logical constraint: since the activ-
ity-based model predicts the activities for a day, they should fit into the time frame 
of a day.  
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The agents make location choices for out-of-home activities in the sequence in 
which they occur in the schedule. The schedule defines for each activity the trans-
port mode used for the trip to the activity location and the travel time. Predicted 
travel times refer to the duration of the trip, but are interpreted here as the time the 
individual is willing to travel. The origin location is given by the location of the 
previous activity in the sequence. As a consequence of trip chaining, the origin lo-
cation of an activity does not need to be the home location. As it appears, in a sub-
stantial portion of trips the origin location is not the home location. 

The combination of origin location, maximum travel time and transport mode 
determines the locations that are within reach. Before a choice set can be delinea-

ted for a given activity a, the demand type is determined by drawing one from 

probability distribution Pg
a
. Then, the choice set is defined as all cells within 

reach containing supply g. For making a choice, the agent then determines a loca-
tion selection heuristic. At present, only two simple heuristics are considered as al-
ternatives, namely choosing a cell at random and choosing the nearest cell. We 
emphasize that in combination with the choice-set delineation and demand-
selection rule, the heuristics give rise to more complex behavior than one would 
expect at first sight. For example, the model could select the nearest highest order 
location within a maximum travel time as a result of a certain combination of ru-
les.

Selecting a location in this way may fail, however, namely when a facility of 
the given order is not within reach. If selection fails then the agent tries several 
ways to overcome the impasse. First, it lowers the demand by accepting also faci-
lities that offer the lower-order service. If this fails, it then relaxes the travel time 
constraint and searches in a wider area for facilities. In this way, the agent will al-
ways find a location for the activity, unless a facility of the demanded type or a 
lower-order of that type does not exist. 

4.3. Supply-side agents 

For each demand sector (b ∈ B) the system implements an agent, which is con-

cerned with developing and maintaining a network of facilities of types Hb. In 
turn, each of these agents incorporates one or more subagents specialized in a spe-

cific facility type involved in that sector (h ∈ Hb). An agent at the sector level 
co-ordinates, where needed, the actions of it’s subagents, but leaves all tasks in-
volved in developing and maintaining the network to the specialized subagents. 

The methods available to each subagent address the problems of assessing the 
value of a given cell for opening a new outlet and making location decisions. If the 
(sub)agents would have unlimited knowledge of the activity and location choice of 
individuals, they would be able to predict exactly the amount of demand a new fa-
cility in a specific cell would attract and how much demand would be distracted 
from existing competing facilities. However, in the model as well as reality, 
suppliers have only limited knowledge about the behavior of individuals and, the-
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refore, have to rely on estimation methods. In the model it is assumed that, regard-
less of facility type, all agents perform a catchment area analysis. In this method, a 
primary and secondary catchment area is defined by drawing concentric circles 
around the site. Next, the demand attracted from each cell within the circles is 
estimated taking into account the location of existing competing facilities. Statis-
tics generally available for urban planning are used to set the parameters of the 
method for each facility type. 

In the model of each agent, the catchment-area-analysis parameters include the 
following: 

χg
+
  is the maximum cannibalism tolerated for supply type g;

Sg
−
 is the minimum normative floor space size (square meter) for supply g to 

be viable; 

σg is the normative ratio between floor space size (square meter) and de-

mand for supply g;

rg
1,i, rg

2,i
 is the radius of the primary and secondary catchment area of 

supply g related to segment i;
πg

1,i, πg
1,i

 is the penetration rate of supply g in the primary and secondary 

catchment area related to segment i;
Vgj

r
 is the extra g-demand attracted to the facility if the nearest main road lies 

within the j-th distance band from the outlet; 

Vgj
c
 is the extra g-demand attracted to the facility if the city center lies within 

the j-th distance band from the outlet. 
As the parameter definitions indicate, a catchment area (CA) analysis is con-

ducted at the level of elements of the supply set of a facility rather than at the faci-
lity level (although the method does take into account efficiency benefits from 
bundling supply types in singe facilities). 

Given these parameters, a CA analysis is conducted for a location (i.e., cell) 
considered for opening a new facility and results in an estimate of the number of 
visitors that would be attracted. The penetration rate in the primary CA is larger 
than in the secondary CA and zero outside the CA, reflecting an assumed decay of 
demand with increasing distance. The penetration rate defines the proportion of 
the population in the cell that will be attracted to the location.  Hereby, competiti-
on is taking into account if the cell is located in the overlapping area between the 
primary CA and the primary CA of an existing facility offering the same supply. 
Parameters determine the amount of loss of demand depending on whether the di-
stance to the competing outlet is shorter or longer. 

Visitors may originate from different locations, namely from home locations, 

work locations and other activity locations (i ∈ B). For each of these origin acti-
vities a separate CA analysis is conducted, taking into account that the radius of 
the CA, the available demand within cells and the penetration rate may differ de-
pending on the origin activity. For example, the radius may be larger and the pene-
tration rate higher for a residential population compared to a work population. 



198      Theo Arentze and Harry Timmermans 

With respect to other activity locations, the settings of radius and penetration re-
flect the assumed extent to which one facility benefits from the presence of other 
facilities. For example, a zero penetration regarding a specific other demand sector 
would mean that no such benefits exist. The size of the population from each ori-

gin is estimated using parameters Pi
g
, Pg and estimates Nl'i (Pi

g
 is the probability 

that a g-trip originates from activity location i, Pg is the probability of a g-

demand by an individual on a day, Nl'i is the number of people present in cell l'
for purpose i on a day).  

The CA conducted in this way does not only result in an estimate of the number 
of visitors, but also yields an estimate of the number of visitors a new outlet 
distracts from an existing competing outlet. The amount of cannibalism is measu-
red as the reduction of penetration rate due to competition in cells in overlapping 
primary CAs.  

The estimates obtained through the CA analysis are estimates indeed. The acti-
vity scheduling decisions and in particular the location choices of demand side a-
gents determine how demand is actually distributed across facilities in the study 
area. We assume that the supply-side agents do not have direct access to the rules 
that drive the choice behavior of the individuals. Rather, the parameter settings u-
sed in the CA analysis are best guesses based on long time experience and recor-
dings of actual penetration rates. With respect to available demand within cells we 
assume that the knowledge of supply agents is more accurate. Specifically, we as-

sume that knowledge regarding Pg terms is accurate, i.e. consistent with actual ac-

tivity choice probabilities in the population, whereas knowledge regarding Pi
g
 is 

tentative, as data of the latter variables is more difficult to obtain. Finally, regard-

ing the N variables we assume that the agents have accurate data about the resi-
dential population, the population at work locations and the size of existing facili-

ties in all demand sectors. So, where they can observe N for housing and 
employment, they derive estimates of facility visitors volumes based on actual fa-
cility sizes. 

The general objective of each agent is to develop as many facilities as possible 
within feasibility constraints. The constraints include the following. First, A facili-
ty is considered viable only if the normative size is larger than or equal to a mini-
mum size for each supply element. Given an estimate of the number of visitors 
(per day), the normative size follows from the normative floor-space-to-demand 
ratio for each element of the supply set. For some types of facilities the minimum 
size constraint is defined at the facility level rather than the supply-element level. 
In such cases, a facility may still be feasible even if one or more of the constituent 
services would not be feasible if it were provided by an elementary facility. 
Whether such economies of scales are relevant depends on the facility type. Se-
cond, the cannibalism incurred by the facility must not exceed a pre-defined ma-
ximum.  
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The sector-level agents (B) are responsible for making location decisions. The-
se agents continuously monitor the study area for opportunities to open new out-
lets. Hereby, they consider facility types (in their sector) in a certain order of prio-
rity, which is a parameter in the model. Giving priority to higher order facilities, 
generally, would be in line with the objective to develop the largest possible facili-
ty network in a sector. Having selected the facility type, an agent considers a cell 
for possible development only if the land use in the cell allows the type of devel-
opment and there are no existing facilities competing for the same demand in the 

cell. Given these cells, the agent selects the cell maximizing Vlg within constraints 
and opens a facility of optimal size at the site. This process is repeated until none 
of the cells turn out to be feasible. Then, the next facility type in the priority order 
is considered and the same process is repeated for this facility, and so on. 

In addition to a priority order on subagent level, the system also uses a priority 
order on the higher demand-sector level. In a monitoring stage, the visitor flows 
are known and each (sector level) agent reconsiders the size and evaluates the via-
bility of existing facilities within their sector. A closure is indicated when the op-
timal size has dropped below the minimum. The agents do not close more than 
one outlet at a time, to avoid the risk of closing more outlets than is necessary. 
Closing an outlet generally improves the market conditions for other outlets com-
peting for the same demand. Therefore, a facility that is not viable in the current 
time step may become viable in the next time step if a competing facility is closed. 
Giving higher priority to maintaining larger outlets, an agent ranks currently unvi-
able outlets first on their order and next on their performance, and, then, closes the 
outlet with the lowest rank. The agents of the different sectors implement such a-
daptations simultaneously assuming that possible cross effects between sectors 
can be ignored. 

5. Conclusions and discussion

This paper has given a brief overview of some of the work within the DDSS re-
search program on multi-agent systems. The main purpose was to provide a quick 
glance of the types of models and systems developed or currently under develop-
ment. The focus has been on underlying concepts, not on empirical results.  

The future research agenda of the DDSS program foresees the empirical esti-
mation of the models to the extent this had not been done already, their further 
elaboration and extension, and their integration in more comprehensive multi-
agent systems. Results obtained thus far, however, suggest that multi-agent sys-
tems constitute a relatively new and exciting way of modeling complex behavioral 
processes.  
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Cognition and Decision in Multi-agent Modeling 
of Spatial Entities at Different Geographical 
Scales

Lena Sanders  

Abstract. The modeling of the dynamics of settlement systems can be developed at 
different geographical scales according to the theoretical framework which is chosen: the 
micro-level of the households and entrepreneurs, the meso-level of cities and regions, the 
macro-level of hierarchical and spatial structures. The underlying hypotheses and the links 
between these three levels are discussed in the case of a multi-agent system (MAS) ap-
proach. The question of which are the driving forces of change in a settlement system is 
raised. Then different ways for building hybrid models combining dynamics referring to 
different scales are discussed. I refer to the example of SimPop, a MAS model which simu-
lates the emergence and the evolution of a settlement system on a period of 2000 years, in 
order to illustrate how a function of urban governance that ensures both cognitive and deci-
sional capacities for the evolution of cities can be introduced in a model whose rules are 
principally built on meso-level regularities.

1. Introduction

The description and understanding of the evolution of a settlement system in-
volves several levels of observation. At a more global scale the point of interest is 
the hierarchical and spatial organization of the settlement system: the degree of 
centralization, the spatial regularity of the urban pattern, the extension of urban 
sprawl, the emergence or reinforcement of a polycentric structure for example. 
The durability or reconfiguration of such macro-level structures have to be ques-
tioned. At an intermediate scale the questions concern the geographical entities 
themselves: some sets of places appear to be more attractive at certain periods of 
time and register then a faster growth than the others, which can lead to a quite 
long-term trajectory of development for some of them, when others stagnate or 
even enter an irremediable process of decline. The logic underlying such differen-
tiations has to be identified. At last, there are the micro-level entities, households, 
entrepreneurs, who choose to stay or to leave their place of living, who choose that 
or that place for a re-installation and the matter is then to show the determining 
factors of these processes of choice. 

The three levels are linked by top down as well as bottom up mechanisms. In-
deed a durable convergence in individual preferences (it means a common attrac-
tion for some places or kind of environments) will lead to a concentration in the 
more attractive places and consequently, to the decline of some others. But obvi-
ously, if the changes occurring at the different levels are linked, the associated 
temporalities are completely different. For the individuals change occurs at a pre-
cise time t, corresponding to the event of moving. For a geographical entity, a 
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decade is often necessary to identify a real trend of growth or decline emerging 
from the classical inter-annual fluctuations. Then, these growths and declines at a 
meso-geographical level may lead in turn (but it is not always the case) to a 
change in the urban structure at an upper level. A few decades are often necessary 
to identify a change in the global structure, as the emergence of a polycentric 
structure in a previously centralized metropolitan region for example. This new 
structure is the result of convergences in individual decisions (secondary poles 
more often chosen by new immigrants as places of living than the center, moving 
from the center to these poles more important than the reverse etc.) and in turn, the 
characteristics of the global structure, with its new opportunities and inducted ef-
fects, will influence individual decisions. 

Most often the researcher modeling the dynamics of settlement systems privi-
leges one or the other of these levels according to the theoretical framework which 
is chosen. If the source of inspiration is the micro-economic approach, the elemen-
tary units of the model will be the individuals. In geography, on the other hand, 
geographical entities as cities, municipalities, labour-markets, are often considered 
as the elementary objects in a spatial system whose functioning if defined by the 
interactions (flows of individuals, information..) between places. In this chapter, I 
discuss the different choices that the modeler is facing in matter of modeling level 
in the field of agent modeling. The different examples found in the literature lead 
then to plead for a modeling that integrates hypotheses referring to the different 
levels at which the driving forces of the dynamics of a settlement system are act-
ing. I will then discuss different ways hybrid models, combining dynamics refer-
ring to different scales, can be developed. 

2. Agents for modeling the dynamics of a settlement 
system

The use of multi-agent systems (MAS) appears very “natural” when the aim is to 
model the actions of individuals in different contexts, and most applications in so-
cial science are developed at that level. But MAS is as rich a tool when the agents 
are used to treat collection of individuals, being assumed that these collectives 
form entities which make sense. The ontology of the entities has to be reflected 
upon, through their identification and also the explicitation of the relations be-
tween the different levels which are involved. Spatial aggregates as hamlets, 
towns, cities, which are composed of individuals sharing a same space and con-
tributing collectively to its identity and functioning, are such entities and they can 
then be usefully formalized with agents. In fact the choice of the adequate geo-
graphical level to develop a model and the choice of the best tool have to be better 
distinguished than they classically are. The question of the level of modeling is 
conceptual and independent of the chosen tool. In order to understand and to pre-
dict the evolution of a settlement system, the question is then to determine if it is 
more useful to develop a simulation model at the level of the individuals living 
and acting in the system, or that of the spatial aggregates which organize their ac-
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tivities and interactions. MAS offer new potentials to develop models at both lev-
els, and they are also specially adapted for combining effects of different scales. 
The kind of hypotheses which are involved in models focusing on the dynamics of 
settlement systems are examined in next section, first at the level of individuals, 
then at that of geographical entities, and at last respective advantages are dis-
cussed. 

2.1. Agents for simulating individuals’ decisions in matter of spatial 
choice 

In individual-based models developed in social science the elementary entities are 
often the individual actors, but depending on the application it could be house-
holds, entrepreneurs, urban planners etc. If the point is to simulate the evolution of 
a settlement system (an urban system, a regional system for example) individuals 
or households are considered as the elementary units. Decisive events are then ar-
rivals of new inhabitants in the system (birth, immigration), disappearing of others 
(death, out migration), and particular attention is paid to the process of residential 
move.  Each individual makes choices in matter of place of living, depending on 
its needs, its preferences and on some constraints, following the principles of the 
time-geography approach of Hägerstrand. The different kinds of events, changing 
activity, changing family structure, changing preference, for example, which are at 
the origin of a move have then to be identified and integrated in the model.  

Microsimulation is one family of models which focus on the individuals’ deci-
sions and acts. At each time-step of such simulation, each individual is reviewed 
and a set of rules and probabilities are used to determine if he decides to stay or to 
leave, and if he leaves, what he chooses as new place of residence... The resultant 
of these basic choices determines the change which will be observed at the level of 
the different geographical areas, which in turn determines the eventual change in 
the form of the settlement system. The two main issues are then to identify and 
formalize the cause of the decision to move and to focus on the logic of choosing a 
certain area as destination rather than another. In spatial microsimulation demo-
graphic events are often used as the trigger of a mobility : the probability of mov-
ing is dependent on the stage in the lifecycle of the individual, and in particular, 
marriage, divorce, decohabitation from the parents, birth of a child, produce fre-
quently a change of residence. The labour market can also be seen as a driving 
force in residential change (first job or change of working place). Models of that 
type are often composed of several linked modules, household formation, housing 
location, employment location, migration etc. (Holm et al. 2004; Waddell 2002; 
Moeckel et al. 2002). The objective of these models is to be able to produce and 
handle information as fine and exhaustive as possible in order to be able to predict 
the distribution of the population according to different categories, whatever they 
are, and to build trajectories of different kinds: the evolution of the population at 
different geographical levels, the evolution of the importance of commuters and of 
the average distance that they cover, the evolution of different kind of workers of 
different age groups etc. The ambition is then to simulate an artificial world com-
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pound of individuals whose lives are plausible in terms of succession of events, 
and whose aggregation give usable predictions of the principal trends of change. 

Other simulation models using the individuals as elementary units are based on 
a completely different philosophy. They choose a stylized fact that they try to re-
produce using simple mechanisms and a limited number of agents. Different ex-
amples using MAS can be quoted, each of them modeling a structural change in 
the settlement pattern as the consequence of individuals’ response to a change in 
the environment. Trying to understand the reasons why the settlement pattern 
changed, during some periods between 900 and 1300 in Colorado, from compact 
villages to dispersed hamlets, Kohler et al. (2000) developed a multi-agent system 
where each household was represented by an agent, and whose decision to relo-
cate was a function of the characteristic of the environment (access to water re-
sources, changing farming productivity). In a paper focusing on the persistence of 
the structure of city systems at a macro-level, Batty (2001) uses MAS in order to 
show how agents’ moves between residence and activity (resources or urban activ-
ity depending on the model) produce persistent structures at a higher level. The 
idea was to show the effect of a weak but permanent positive feedback over a long 
period of time, formalized through a process of learning (the aim of the agents be-
ing to find the resources’ location) on the final kind of distribution of the popula-
tion.  

In a model simulating the process of peripherisation in cities of Latin America, 
Barros (2003) uses agents to represent individuals whose  locational preferences 
are all the same, that is to be close to infrastructure, services and job opportunities 
offered by the central position. Nevertheless the constraints are differentiated 
through the level of income of the individuals. In this case the driving force for 
moving is also the propensity to adapt to a change in the environment (proximity 
of central functions), submitted to some constraints (income). In other applications 
the decision making of the agents is not only reactive and involves a more cogni-
tive dimension. One of the most classical examples in the framework of settlement 
systems is the propensity for an agent to avoid or to search for the presence of 
agents with a specific attribute. Such behaviours were used to simulate the emer-
gence of residential segregation (Shelling, 1971) and are often integrated in loca-
tion models (Portugali et al. 1997; Torrens, 2001). In  a model simulating the loca-
tion preferences of actors in urban areas, Arentze and Timmermans (2003)  
introduce the agglomeration principle as a driving force by making the agents’ lo-
cation decisions dependent on the presence of other actors in the concerned site. 
Aiming to study the formation of land use patterns from micro-level locational 
rules defined at the level of firms and households, Otter et al. (2001) combine 
agents with varying behaviours according to their preferences for proximity to 
working place, to other households, to services, and to an environment of quality. 
So the examples of such models focusing on spatial patterns emerging from inter-
actions between agents who have a perception of their environment are numerous 
and convincing. But most of these applications concern artificial worlds limited in 
terms of dimensions and future developments should deep the question of sensitiv-
ity to the size, that is the number of involved individuals in the treated phenomena, 
most often much more important than that could be simulated with MAS. 
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2.2. Agents for simulating the dynamics of spatial entities 

The other way for modeling the dynamics of a settlement system is to develop the 
model directly at the aggregate level of spatial units which can be considered as 
having an identity and a certain degree of durability, and which can then be con-
sidered as the elementary entities of the model (Pumain, 2000). The hypothesis is 
that the interactions between the spatial entities themselves constitute the driving 
force in the evolution of the settlement system and that they determine the proper-
ties of the system at a macroscopic level. These interactions refer to migratory 
flows, commercial exchanges, information flows etc, and they operate according 
to meso-level dynamics which are little sensitive to the diversity of individual de-
cisions. In this approach, the varying individual behaviors, with their conver-
gences and their compensation effects, are seen as producing emergent properties, 
with regularities, which are not the consequence of any intentionality. So the so-
cial identity of a city is not the result of intentions of individuals, it emerges from 
the long-term accumulation of interactions between different kinds of individuals. 
And when a certain socio-economic profile has emerged, it tends to maintain itself 
despite micro-level changes because of the difference of time-scales which is in-
volved, and it acts as a constraint on individual choices. Empirical facts show for 
example that the social profile of the immigrants to a city is very similar to that of 
the out migrants and to the cities’ profile itself.  Most models developed at that 
geographical level have used simulation tools based on differential equations (Al-
len 1997; Weidlich and Haag, 1988, for example) or knowledge-based simulation 
(Page et al., 2001). 

The SIMPOP model has been developed at the meso-geographical level, using 
a MAS approach. A settlement system located in a spatial grid of 20x20 (400 spa-
tial entities) is considered. Each entity is represented by an agent who handles in-
formation about local resources, population and activity, who is able to communi-
cate with the other agents, and who brings into play the rules of growth of the 
spatial entity. Starting from an initial state (time 0, around Roman times) charac-
terized by a quite homogeneous1 distribution of the population between the inhab-
ited spatial entities, and associated to an economical system based on the agrarian 
activity only, the model simulates the emergence of a hierarchical system of cities, 
diversified in their functions (Bura et al., 1996;  Sanders et al., 1997) . The aim 
was to show what are the basic and minimal rules which are necessary to simulate 
the emergence of the fundamental macroscopic properties in terms of hierarchical 
organization and spatial configuration which are so regularly observed for system 
of cities over time and space (Bretagnolle et al., 2000; Batty, 2001).  

At each time step (every 10 years) the quantitative change (growth of popula-
tion, sectorial distribution of the active population) and the qualitative one (level 

1 Most models of system of cities start from a known initial situation which is always far-
from homogeneity. All studies show how fundamental the initial conditions are in that 
domain: indeed the hierarchical and spatial organization of a system of cities is very 
persistent through time. The main focus of SIMPOP being the emergence of an hierar-
chical structure, it appeared more convincing to start from an initial situation which 
was not at first hierarchical. 
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of function) are computed for each entity in relation to the consumption, the pro-
duction, the process of commercial exchanges. Commercial exchanges between 
the cities are formalized using the protocol of communication of the MAS: each 
agent representing a city sends messages to all entities which correspond to its 
range2, indicating the kind and the quantity of products which are available for 
sale. A same entity may then receive several messages of supply and  it sends 
messages back indicating its demand. The cost of the product is function of the 
distance between the two places. The demands are treated in turn, and new mes-
sages are sent indicating the amount still available and so on. This cycle of mes-
sages goes on until there exists no more supply which corresponds to a demand 
and vice-versa. This process doesn’t necessarily (and most often not) ends in an 
equilibrium. 

The run of several simulations showed that the model was able to simulate the 
emergence of a set of towns, some of them progressively becoming cities of 
higher and higher level. The initially regular pattern transformed in a hierarchical 
system whose rhythm of evolution as well as final situation in year 2000 are con-
sistent with what can have been observed in many European countries. An exam-
ple of simulation is given in Fig. 1, which shows a progressive evolution towards a 
polycentric structure through the mapping of the simulated settlement at six period 
of times. Other parameter configurations, with for example a greater standard de-
viation in the growth rate, can lead to more centralized configurations (Fig. 2). 
The rank-size distribution gives a good representation of the form of the hierarchi-
cal organization of the settlement system. For example, the curves on Fig. 3, rep-
resenting this distribution for ten periods of a simulation between time 0 and year 
2000, illustrate the progressive emergence of a hierarchical structure. The slope of 
the rank-size distribution3 is a good indicator of the degree of hierarchical organi-
zation of the settlement system and the plot of this slope against time shows the 
characteristics of the evolution of the hierarchical organization of the system. De-
pending on the set of parameters, the simulated settlement system will register dif-
ferent types of evolution. The settlements could all grow at the same rhythm and 
their sizes remain then very slightly differentiated (Fig. 4a); at a certain period of 
time some settlements may initiate a quicker growth than the others and the sys-
tem enters then a process of hierarchization (Fig. 4c); a period of unequal growth 
can be followed by a stagnation of the process of hierarchization which stabilizes 
then at a higher level then the initial one (Fig. 4b). Such maps and plots are useful 
in order to appraise the nature of the patterns which emerge and the temporality of 
the process of change, depending on the rules and the parameters which are used 

2 In the model, the range depends  strictly on the level of the city, and evolves through 
time ; that means that all cities of functional level 2 for example have a same range.  

3 The function representing the number of inhabitants of a settlement relatively to its size 
in a bi-logarithmic scale (figure 3) is approximated by a linear expression ax + b. The 
parameter a measures the slope of the relation:  if all settlements are of same size, the 
slope will be of value 0; the higher the value of a, more hierarchical is the associated 
settlement system. Nowadays European countries register values around 1 (Moriconi-
Ebrard, 1993). 
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for the simulation. Thus it has been possible to identify the fundamental mecha-
nisms which lead to a hierarchical organization. 

Fig. 1. Maps of the simulated settlement system with the SIMPOP model: emergence of a 
polycentric urban system 

Fig. 2. Two examples of final distribution of the settlement system (at time 2000) for dif-
ferent configurations of parameters 

Two main mechanisms showed to be essential, that of competition between cit-
ies, and the ability to adopt new innovations. Indeed, if the process of interaction 
between places is suppressed, towns could effectively emerge each time the ability 
to create a surplus exists (resource constraint), but the evolution then simply leads 
to a more and more dense pattern of loosely differentiated towns. At the opposite, 
when the process of exchange is introduced, a selective process starts through the 
competition between towns. The best placed get an advantage, grow faster, make 
the acquisition of new functions which give them the possibility to exchange at 

t = 100 t = 1000 t = 1400 

t = 1700 t = 1850 t = 2000
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larger range and progressively to accentuate their advance. These interactions be-
tween places create a positive feedback loop which is at the origin of the spatial 
and hierarchical organization of the urban system. The second mechanism con-
cerns the ability of a city to adopt new innovations which is formalized by the ac-
quisition of new functions. The constant possibility to get new functions appears 
to be a necessary condition for obtaining a hierarchization of the urban system. 
For example, when the model was run without taking into account the industrial 
revolution and the introduction of industrial functions, the system of cities tended 
to stabilize around the 16th or 17th century. It means that the hierarchical organiza-
tion remained stable from this period (type Fig. 4b), and that the total population 
of the system started also to stagnate. In fact, there didn’t exist anymore new pos-
sibilities of differentiation for the cities, of reinforcement of their advance. The in-
troduction of the industrial revolution led to new functions, which favored the 
concerned cities, to a stronger hierarchical structure, and to an increase of the total 
population. Same kind of phenomena happen when the number of functions is de-
termined a priori, that means, when there exists a higher limit for acquiring new 
functions. Therefore, the modeling of such system should build in endogeneously 
the possibility of creation of new functions instead of delimiting a priori their 
maximum number. 
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Fig. 3. Rank-size distribution of the simulated settlement system with the SIMPOP model 
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2.3. Where are the driving forces of change in a settlement system? 

The dynamics of a settlement system can then be modeled either at the level of in-
dividuals, or at that of aggregate geographical entities. Different aspects intervene 
for the comparison of the advantage of each kind of approach. The first is of con-
ceptual order and concerns the hypotheses which are privileged by the modeler. If 
one considers that the decisions which are taken at the level of the actors are de-
termining for understanding the changes at the level of the geographical areas, the 
model would have to integrate the mechanisms of decision of these actors. At the 
opposite, if one considers that geographical entities have their own logics of evo-
lution, independently of the individual actors’ decisions, that it has intrinsic prop-
erties that can’t be deducted from that of the individuals, then the meso-level 
model is more appropriate.  

A second aspect concerns the reality of the phenomena to simulate. If the ob-
jective reasons of move are in a small number and well identified, microsimula-
tion is a good tool. For example, if job location is considered as the main deter-
mining factor of an individual’s place of residence, microsimulation can model in 
a coherent way the redistribution of the population in a region through time. Let’s 
imagine that the individual Dupont gets a job at location (x,y), a housing is 
searched with constraints concerning proximity and housing vacancy in the cate-
gory corresponding to the profile of the family (in terms of income and family 
composition). At each step of the simulation the events affecting each individual 
are modeled with a combination of logical rules and a stochastic dimension 
(Monte-Carlo method) and the consequences in terms of jobs and housing are 
stored (a moving implies a housing vacancy for example) and taken into account 
for defining the potentials offered to the other individuals at following steps. It 
implies to store and handle individuals, jobs and housing and the relationships be-
tween them. The functioning of the model lays on a kind of matching 
jobs/individuals, and individuals/housing, respecting the coherence of family 
composition and adequacy between individuals’ profile, kinds of job, types of 
housing (Fransson, 2000).  

At an inter-regional level things get more complicated. Vacancy of adequate 
jobs and housing are not the only determinants to be considered to determine the 
destination of an individual who has chosen to move. Then the relative attractive-
ness of the different regions has to be taken into account, that is a meso-level 
logic. Indeed empirical studies support the hypothesis that individuals move more 
frequently to places that they have practiced in one or other form during their life, 
and the real spirit of a time-geographical approach would be to integrate this dif-
ferentiate relation to places in the choice process, but it is difficult conceptually 
and technically.  

More generally, if the housing market is less planified, the logic of vacancy 
chains is less realistic and the global attractiveness of each place becomes more 
decisive to handle than the individuals’ logic of optimization in front of a little 
number of alternatives, in order to simulate the settlement systems’ dynamics 
(Sanders, 1999). As soon as the diversity of reasons for a move increases, the ad-
vantage of the individual level loose also its weight. This is a kind of a paradox as 
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one of the hypothesis leading to the use of microsimulation is that it is the diver-
sity at the individual level which can lead to structural changes at a higher level. 
As long as this diversity can be expressed by the combination (even complex ) of 
known features (involving age, matrimonial status, income, education etc.), the 
individual approach makes it possible to better model change with consistency. 
But if this diversity goes beyond classical mechanisms of decision, the meso-level 
dynamics, focusing directly on the emerging structural effects that result from in-
dividuals’ actions is better adapted.     

Another question is to identify which actors are fundamental: the individuals 
who decide about their place of living, or actors whose decision has an effect on 
the relative attractiveness of a place? It could be economic actors (firms, entrepre-
neurs) who decide of the location of the head-office of a new firm, or the opening 
or closing of a branch, and whose decision depends on and influences the eco-
nomic and social profile as well as the image of the area. The decisions of such ac-
tors may have an effect on the attractiveness and then the dynamics of the differ-
ent areas. Another level of actors can also be considered, that of the political 
actors: mayor and other decidors of the municipality. They make decisions (plan-
ning, public services) which have an effect on the attractiveness of a commune for 
economic activities and/or residential purposes, on its accessibility, on its image at 
a national and international level. So the discussion of the relative weight of indi-
viduals’ actions versus meso-geographical rules of evolution has to be enlarged. 
The question is then to determine if the understanding of the decision making of 
powerful actors is more essential to simulate correctly the dynamics of settlement 
systems than the identification of meso-level rules. Following example illustrates 
that it is sometime a matter of interpretation. 

Let’s consider Nîmes and Montpellier, two cities in Southern France. From the 
beginning of the century and until the 1960ies  the total population of both cities 
increased slowly, but they both lost regularly places in the urban hierarchy and 
their relative weight in the urban system decreased (Fig. 5). From the 1960ies 
there is a complete change of tendency for Montpellier whose curve bifurcates 
clearly. At the same time the municipality of Montpellier is very dynamic, posting 
up Montpellier as an “European technopole”. One could see there a relation of 
cause to effect and attribute the difference of growth of both cities to a more of-
fensive politic of Montpellier. But if one considers the economic profile of  both 
cities, it appears that most cities with a profile like Nîmes’ (more industrially ori-
ented) have been  declining the last decades, and vice-versa for cities with similar 
profile as Montpellier (more service oriented). This observation leads to put for-
ward the idea that it is the potential of a city relatively to the innovation cycle “en 
cours” which is decisive.  

Our hypothesis is that there exist strong trends of evolution whose dynamics re-
fer to the meso-geographical level of the cities considered as entities. These ag-
gregate logics determine the basic outline of change, they give the bounds of the 
possible future, given the meso-level properties of the city (size, accessibility, 
socio-economic profile, cultural characteristics, touristic attractiveness…). Given 
these bounds, the decisions of “active” actors (political and economic actors) will 
influence the direction of the trajectory towards one bound or the other. One could 
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say that the meso-level logic gives an “interval of plausibility”, and that the urban 
actors’ decisions and actions determine where in the “interval” the change will 
take place.  

Fig. 5. Evolution of the relative weights of Nîmes and Montpellier in the French urban sys-
tem 

3. Different ways for building a hybrid model combining 
micro and meso- level approaches 

Rather than a dichotomy between meso-level approaches, sometimes perceived as 
more classical, and micro-level approaches, seen as more innovative, recent meth-
odological developments in the application of artificial intelligence to geography 
offer the possibility to combine dynamics referring to these different levels 
through different possibilities. One way consists in a more or less loose coupling 
of different tools, for example differential equations and cellular automata (Phipps 
and Langlois 1997) or multi-agent system and cellular automata (Torrens, 2001) 
for example. Another way is to associate agents representing different kinds of ac-
tors in the framework of a multi-agent system. Benenson and Hatna (2003) for ex-
ample distinguish agents who represent householders or firms, who are located 
and can relocate, and developers, whose own locations are unimportant, but who 
take decisions which influence the cities’ infrastructure. In a similar spirit, the 
model used by Arentze and Timmermans associate agents which are interested in 
moving to a site (firms, households), with two specific agents who represent re-
spectively the planning authority and a developer.   
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In the following sections we will focus on two ways of combining meso-level 
rules and actors’ decisions in a same model. In the first meso-level rules are intro-
duced in a microsimulation model where main focus is on the individuals’ choice 
in matter of place of living. In the second, a cognitive dimension is introduced in a 
meso-level model through the role of an agent representing the urban actors. 

3.1. Introducing spatial rules in microsimulation 

As mentioned above microsimulation models are well adapted when the chains of 
causality which link individuals’ characteristics and decisions are well identified. 
Indeed that kind of model give consistent results for simulating demographic 
events at an individual level and producing population and housing previsions at 
different aggregate levels. But when migrations have to be modeled, the individual 
level has its limits. Indeed, migrations result from a quite complex combination of 
an individual’s process of decision, the features of the different geographical areas 
involved, and the perception and information of the individuals about these fea-
tures. In the SVERIGE model, where the aim is to simulate the evolution of the 
whole Swedish population (about 9 millions inhabitants) and to test the effect of 
different policy options (concerning immigration for example) on this evolution in 
coming decades, Holm et al. (2004) use a three steps method in order to integrate 
a multi-level perspective in the simulation of the individuals’ migrations. First the 
decision to move is determined according to life-cycle and socio-demographic 
variables. Then the choice of the labor market of destination is determined through 
a  classical type of spatial interaction model. This model produces probabilities 
which are then used in the microsimulation to determine the migrant’s choice. Lo-
gics of vacancy and social similarity are then used in order to choose the final 100 
meters square within the region of destination where the migrating family will re-
locate. Through these three steps mechanisms of change referring to different geo-
graphical levels are combined. The modeling of the decision to move refers to the 
individual’s personal life trajectory when that of the region of destination is re-
lated to meso-level regularities. The hypothesis is that larger and more attractive 
regions exerce a higher attraction on individuals and that there is better chance to 
migrate to a nearer region than a more distant one. The last step which concerns 
the intraregional location combine an economical dimension (existence of a vacant 
dwelling in right category of quality and price) and a cognitive dimension, with a 
preference for an environment sociologically similar to its own. This framework 
could even allow to integrate more closely the meso-level rules and the individual 
preferences by determining the relative attractiveness of places according to the 
type of the moving family. Presence of a school increases the attractiveness of a 
place for families with younger children, of medical infrastructure for elder 
households etc.

A second example is given by a model whose aim was to simulate the popula-
tion dynamics at the commune level4 in Southern France according to different 
scenarios. The logic of vacancy chain wasn’t well adapted to the empirical situa-

4 Commune: elementary administrative entity in France, of 15 km2 in average 
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tion, and places of destination were chosen according to the specific attractiveness 
of the place and its accessibility relatively to the working places of the members of 
the family. The model then privileged the demand side, that of individual prefer-
ences, which is quite driving in that area. But in the first simulations the growth of 
many suburban communes got overestimated, due to the lack of constraint on the 
urban development. A factor of diffusion of urban growth was then integrated: 
when a commune’s density goes beyond a certain threshold, the family searching 
for a housing is located in a contiguous commune to the one corresponding to its 
demand (Aschan et al., 2000). The hypothesis is that this location represents the 
second best choice for a household. The high proximity to neighboring commune 
(four to five kilometers in average) implies most often a similarity in the kind of 
environment and in the distance to the working place. The quick expansion of ur-
ban sprawl in that region is well simulated with this rule. In this model the spatial 
rules play a role of constraint on the individuals’ decisions. That way it was possi-
ble to use the advantage offered by the microsimulation approach, with the demo-
graphic coherence of the long-term dynamics of the spatial entities, and to take 
into account the spatial dimension of the process of urban sprawl which emerges 
as a resultant of individuals’ choices but does not correspond to any intentionality 
from their side. The model is then able to produce consistent spatial trajectories at 
different geographical levels.

3.2. Introducing cognition in spatial MAS 

An inverse way of performing consists in adopting a meso-level model as the 
main entry, that is that the main rules of evolution are designed at the level of the 
elementary spatial units, and then in introducing decisions of individual actors at 
the level where they can be determinant on the systems’ dynamics. This direction 
has been chosen in the development of a new version of the SIMPOP model (de-
scribed in section 2.2) which will be applied to simulate the dynamics of the 
European system of cities5. The evolution of each city is modeled through a com-
bination of general rules systematically applicable for all the cities of the system 
and specific rules which depend on the strategic choices of the local urban actors. 
These strategies are not defined by a single actor as a mayor, but by a more com-
plex and collective entity: some actors who have an intentionality of transforming 
the image and relative place of the city in Europe (political actors) and others who 
influence the urban dynamics but whose actions are directed by other forces (eco-
nomic actors for example).  

5 Two models are in development and the working group associates members of UMR 
Géographie-cités (A. Bretagnolle, C. Didelon, JM Favaro, H. Mathian, F. Paulus,  D. 
Pumain, L; Sanders, C. Vacchiani) and from LIP6 of university Paris 6 (A. Drogoul, B. 
Glisse). A long-term model, focusing on the phenomena of emergence, is developed at 
the European level in the framework of the European program ISCOM (directed by D. 
Lane, university of Modena). A model centred on contemporary European urban dy-
namics (EUROSIM), with previsions until 2050, is developed in the framework of the 
European program TIGRESS (directed by N. Winder, university of Newcastle). 
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At each time step each town and city is considered and its evolution is deter-
mined, in terms of growth or decline of population and wealth, of maintain or 
change of its functions, and of the sectorial distribution of the active population. 
Four dimensions enter into account. First an exogenous constraint corresponding 
to a kind of time axis defines the technical and political context of each period 
(industrial revolution, speed of the means of communication, composition of the 
EU for example). The features of that context are taken into account in the model 
by the value of some parameters, by the list of possible functions to acquire, by 
barrier effects on some interactions. The three other dimensions are strongly con-
nected : at the base there are mechanistic rules of change, whose effects can be 
nuanced by a stochastic term, standing for lack of detailed information and all 
kind of uncertainties, or even modified by the urban actors’ strategies.  

As in the SIMPOP model, the main driving force of the model is the whole set 
of commercial interactions that the city has developed during the considered pe-
riod. These interactions are formalized through the exchanges between agents at 
different geographical levels. First there are the exchanges which take place with 
the towns and cities located in the considered cities’ neighborhoods (at different 
geographical levels), and whose importance and nature depend on the cities’ eco-
nomic profile relatively to the other towns and cities of the neighborhood. The 
spatial organization of the settlement system is then essential. It determines the 
accessibility of the different places and the density of their neighborhoods, which 
define together the potential of interactions of the different towns and cities. Be-
sides these exchanges which function the same way as in SIMPOP, there are ex-
changes related to specialized functions of higher level (finance, high technology, 
tourism of high level etc.) which take place in the framework of networks of dif-
ferent size and range. The ability of a city to sell successfully its production 
through these different exchanges  increase its wealth and attractiveness, which 
induces in turn a relative growth of its population. An important difference with 
the classical version of the model is that the acquisition of new functions and the 
changes in the sectorial distribution of the active population are not only the con-
sequences of some systematic rules associated to given thresholds. An element of 
strategy, which reflects the policy chosen by the urban actors, is formalized 
through the cognitive dimension. It means that a given strategy will be chosen ac-
cording to, on the one hand, the own situation of the city, its economic balance 
during previous periods, the situation of the cities with which it interacts and, on 
the other hand, some local behavioral features such as imitation, avoidance, an-
ticipation, risk taking, ... The agent representing the considered city can for exam-
ple privilege an investment in a specific sector, and create that way an increase in 
the associated productivity. The change of function is then determined either from 
a hierarchical principle (when a certain threshold of population is passed, a func-
tion of higher level is adopted), either as the result of a strategic choice of the ur-
ban actors. It could be for example the decision to adopt, with a certain delay, a 
new function when cities of same size, or similar profile, or same region, have 
adopted it previously. It could be, at the opposite, to avoid a specialization if a few 
neighboring cities are equipped.  
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This model introduces a feedback between the interactions and the specializa-
tion in innovative activities. It means that two cities with same size and resources 
at a certain period may have different kinds of evolution, due to different strate-
gies. Such strategies have of course a cost, and imply that the city has cumulated a 
certain level of wealth to be able to act. On the other hand they are expected to in-
crease the cities’ future wealth. Simulations will allow to test in what measure dif-
ferences of strategies will affect the evolution of the cities and the system of cities 
relatively to what would happen through the only use of mechanistic rules. They 
will help to emphasize which strategies may have or not have an effect in the long 
term according to the characteristics of the local context. The combination of 
agents representing different levels of collective entities offers then promising 
ways for showing the respective effects of macro-economic phenomena, regional 
context and local decisions related to cognitive features, on the dynamics and spa-
tial patterns of urban systems. 
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Cognitive Modeling of Urban Complexity 

Sylvie Occelli  and Giovanni A. Rabino  

Abstract. New model potentials exist for coping with the complexities of today's cit-
ies. These are related to the cognitive mediation role that modeling allows one to establish 
between the abstraction process (internal loop) and the external environment to which a 
model application belongs (external loop). The focus is turned to the two main aspects in-
volved in that role, i.e. the modeling task and the technological interface. As far as the first 
is concerned, there are claims that model building in geography involves three main com-
ponents: a syntactic component (how are the mechanisms underlying the functioning of the 
system accounted for?), a representational (semantic) component (what kind of urban de-
scriptions are conveyed by the model?) and a purposive investigation project component 
(what is the modeling activity intended for?). As they increasingly rely on computing tech-
nology, models as cognitive mediators are not just simple, autonomous entities, but active 
complex objects. A model can therefore be understood as an ALC (Action, Learning, 
Communication) agent, capable of performing a certain course of Action, and permitting a 
certain Learning ability, which, because of its cognitive mediating role, Communicates with 
other kinds of agents (other models). This notion is then related to the various aspects of 
model-building in geography as originally introduced in the early seventies. These aspects 
are re-interpreted in light of the above characteristics. We conclude the paper with some 
remarks about the implications which may be derived as far as the harnessing of complexity 
in urban systems is concerned. 

1. Introduction 

The many facets of the relationships between modeling and urban complexity 
have been a major theme of interest in the authors’ recent works (Occelli, 2001a, 
2001b, 2003, Occelli and Rabino, 2000a, 2000b, Rabino, 1998). The following 
points  were central to that discussion: 
• Complexity issues are disclosing new potentials for modeling.  
• These potentials are related to a general structural-cognitive shift that affects 

the overall modeling activity. 
• In this shift a new role for modeling is created. Modeling functions as a cog-

nitive mediator, between an internal loop, related to the conventional steps 
underlying a process of abstraction, and an external loop representing the 
general context of a modeling activity. As the observable is no longer the 
only link between the two loops, modeling as a cognitive mediator, allows us 
to establish and investigate the various relationships likely to be established 
between them. 

• The form of cognitive mediation enabled by modeling is not unique but 
could be instantiated in several ways. 
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In this paper, we’ll deepen the arguments given above by trying to emphasize 
their implications as far as spatial analysis and policy-oriented knowledge are con-
cerned. The discussion will be organized in two main parts. In the first part we fo-
cus on the role of cognitive mediation played by models. We discuss its main fea-
tures and the main components of model building which are entailed, i.e. the 
syntactic, representational and knowledge project components. Insofar as models 
increasingly rely on computing technology all these components are also affected. 
This makes models unique artefacts with their own hardware and software iden-
tity. It is in this respect that a model can be understood as an ALC agent, i.e. an 
entity endowed with its own representational attitude towards the world and 
teleonomic drive, capable of performing a certain course of Action, and providing 
a certain Learning ability, which, because of its cognitive mediating role, Com-
municates with other kinds of agents (other models), and therefore may influence 
them and/or modify itself in the process.  

To better illustrate these arguments, in the second part of the paper, we will re-
fer to the classical aspects of model building in geography as originally introduced 
in the early seventies and discuss how they can be re-interpreted in light of the 
above characteristics.  

To conclude the paper, we identify a few points which, according to this view 
of modeling as a cognitive mediating activity, can assist us in harnessing the com-
plexity in urban systems. 

2. Modeling as an ALC agent 

Since the second half of the 1990s, a number of epistemological, operational and 
socio-cultural changes are taking place in the whole field of geography and urban 
modeling (Batty, 1994;  Clark, Perez-Treio and Allen, 1995; Occelli, 2001a; 
Wegener, 1994). As a result, a broader view on the very concept of modeling is 
called for. We have given the term structural-cognitive shift  to the move toward 
this broader view (Occelli, 2001a, b, Occelli and Rabino, 2000a, 2000b). Its es-
sence is a shift from viewing a model as a simplified representation of urban phe-
nomena and the ways they are produced to a view in which modeling is an activity 
for testing, exploring, creating and communicating knowledge about certain urban 
phenomena. Here models are a means of representing how our knowledge hy-
potheses work and their outcome. It can be seen that the shift is from the classical 
(realistic and  axiomatic) approach to modeling to the constructivist approach, in 
which modeling is used to uncover interpretive keys for problem definitions (Pidd, 
1996). 

The structural-cognitive shift entails implications for the modeling process (in-
ternal loop) that concerns the underlying process of abstraction, as well as the 
modeling domain (external loop) representing the general context in which the 
modeling occurs (Fig.1).  



Cognitive Modeling of Urban Complexity      221 

External loop 

o
b
s
e
r
v
a
b
l
e

Internal loop

   Act ion 
domain

Social 
issues 

    Know ledge 
systems

  Theories Mental 
models 

Know ledge 
levels 

   Models of the 
observable

Fig. 1.  Modeling as a Cognitive Mediator 

As a result of the above shift, the model acts as a cognitive mediator between 
the two loops. In fact, it (a) does not limit itself to the internal loop; (b) it provides 
the means to reinforce,  to articulate better and clarify the relationships between 
the two loops; and (c) it becomes a kind of interface between the two loops, play-
ing the  role of a  cognitive mediator between them. To appreciate the potential of 
this role one has to consider the very notion of a model in geography and the 
knowledge likely to be obtained from the modeling activity.  

The notion of a model is largely disputable. Here we can recall Dupuy’s defini-
tion (2000, p. 29) in which “a model is an idealization (usually formalized in 
mathematical terms), that synthesizes a system of relations among elements …”  
Building on this definition, a model can therefore be: (a) an abstract form instanti-
ated by various phenomena; (b) an equivalence class establishing equivalence re-
lationships among domains of real phenomena; (c) an abstract form enjoying a 
transcendent position.  

The definitions above ultimately share a general idea of the mediating role of 
modeling. Such an endowment is derived from the intrinsic autonomy of models 
from both our ability to conceptualize and our perception of the urban phenomena. 
In particular, as maintained by Morrison and Morgan (1999), models can be used 
as instruments of exploration in both theories and in the world.  A model's auton-
omy, in particular, should be related to the following basic elements. 
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a. Construction. If we examine how models are built, we realize that they 
involve neither just theory nor data, but both of them. Modeling therefore 
is something in-between our capacity of abstraction and the perception of 
the phenomena we observe. 

b. Function. Models can function like tools or instruments. As such, they 
are independent from the things they operate on. 

c. Representation. Models are not simple kinds of instruments. They are 
tools of investigation that make it possible to represent some aspects of 
the world and theories. These representations are able to teach us some-
thing about the things they represent. 

d. Learning. Models are explorative devices from which to learn something. 
The potential of models becomes apparent not only in their building, but 
also when we manipulate them. 

The mediating role of modeling has been acknowledged only partially by the 
structural perspective to modeling. This, in fact, has turned attention either to the 
syntactic procedure, i.e. the model as an analytical device whose function is to 
study the city, or to the relevant descriptions of urban phenomena, i.e. the model 
as a simplified but meaningful representation of a city.  

The cognitive perspective towards modeling purports to reconcile these two 
aspects and to consider them jointly.  

The claimed autonomy of models and the ensuing fact that they are human ar-
tefacts, natural objects having their own complexities, has been mostly unnoticed 
in spatial analysis. Apart from the general exhortation of the complexity approach 
to enrich conventional analysis insofar as “achieving comprehensive “stereo-
scopic” views of most complex systems usually demands that they be described in 
more than three dimensions…” (Cowan and Pines, 1994, p. 710), the kind of 
knowledge to be expected or gained from this ‘kind of complex artefact’ has re-
mained largely unquestioned. 

If, however, we share the view that the explanatory search for understanding
is an intrinsic feature of human beings, who, ‘explain themselves and their cir-
cumstances while operating as observers’ (Maturana, 2000), then two major per-
spectives permit to grasp the range of possibilities enabled by the role of cognitive 
mediation (Occelli, 2002a, 2003).  
a. A first one, which we will call action-oriented, involves considering a 

multiplicity of views of the urban phenomena in a coordinated way. Such 
an approach involves what Zeleny (1996) has indicated as “relating de-
scriptions of objects into coherent complexes. The relationships among 
objects are not simply out there to be captured, but are being continually 
constructed and reconstructed and re-established by the knower” (p. 212). 
The model, therefore, is an active entity to be operated on in order to build 
these coherent complexes. In this endeavour, the analytical/procedural 
task of modeling (as conventionally understood in the structural approach 
to modeling) extends to the explorative/ cognitive one.  

b. A second dimension, which we will call meaning-oriented, reflects a need 
to reconcile those contrasting views conventionally held when relating 
human experience and the external worlds, i.e. subjective and objective 
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approach, tacit and explicit knowledge, local and global knowledge, hard 
and soft sciences, common sense and scientific knowledge. Meaning is ob-
tained through a process of learning in which knowledge of cities is per-
manently fuelled and opened to confrontation and critical revision. Several 
representations of urban phenomena can be derived, updated and progres-
sively enriched. Modeling as a cognitive mediator means that in order to 
achieve a shared representation of the observable, shared form-meaning 
pairs (i.e. a language) are also required. Language is an essential mecha-
nism to both distinguish between relevant objects in an environment and to 
“coordinate our action in a social domain” (Zeleny, 1996, p. 212).  

The discussion carried out so far allows us to emphasize how, in a geographi-
cal domain, models as cognitive mediators are confronted with three main compo-
nents (Occelli, 2002b): 
a. A syntactic component concerning the methodological aspects of model-

ing. Modeling therefore entails a method of analysis (i.e. a coherent set of 
steps of enquiry) which, through an abstraction process (the encoding and 
decoding process), yields an explanation of the mechanisms underlying 
the observed urban phenomena. As discussed elsewhere (Occelli and 
Rabino, 2000b), this component also presupposes making the underlying 
epistemological background explicit, i.e. the ‘degree of explanation’ we 
are deemed to achieve in our enquiry and the level of insights we (as ana-
lysts or urban system experts) should be satisfied with; 

b. A representational (semantic) component, related to the sense associated 
with the representations of the urban phenomena provided by the model. 
The kind of system structure we refer to in our view of the city, and the 
meaningfulness of the relative urban descriptions conveyed by the model 
are crucial aspects of this component. Apart from the different notions of 
representation underpinning its use in many domains of the social sciences 
(Lassègue and Visetti, 2002), by representational component, here we under-
stand the range of prototypical images which are produced by our percep-
tions and the categorization of cities (i.e. the kind of Inter-Representation 
Network linking internal and external maps, discussed in Portugali, 2000); 

c. A knowledge project component, associated with the purports of the in-
vestigation project underlying a certain model application (i.e. aims of 
the model application, resources required for the model implementation, 
expected results, etc.). Besides reflecting on the kind of awareness of the 
relationships existing between the syntactic and semantic components, 
this component plays a crucial role in both instantiating the model appli-
cation and steering the accompanying learning process.  

Not only models possess the attributes of technology (Morrison and Morgan, 
1999), thus revealing their strength as they are used, but they increasingly rely on 
computing technology. Models as cognitive mediators, therefore, are active com-
plex artefacts having their own hardware and software identity. The tremendous 
progress in the latter significantly affect the components mentioned above. 

This is particularly evident in the recent development of simulation and its un-
precedented diffusion in the social sciences (Ballot and Weisbuch eds. 2000; 
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Conte, Hegselmann and Terna, 1997; Couclelis, 1998; Epstein, 1999;  Gilbert and 
Troitzsch, 1999; Marney and Tarbert, 2000;  Parisi, 2001).  

To suggest a label for this novel definition of modeling, a model can be eventu-
ally understood as an agent, which is able to instantiate the evolving relationships 
among the three components mentioned above. In particular, it may be defined as 
an ALC agent, an entity endowed with its own representational attitude towards 
the world and teleonomic drive, capable of: 
a. Performing a certain course of Action, thus enabling the realization of a 

certain project of investigation of spatial phenomena. This most directly 
involves the relationships between the syntactic and representational 
components of modeling; 

b. Enabling users with a certain Learning ability, thus generating stimuli in 
revising both the external and internal loops of the modeling activity 
likely to trigger new series of investigations;  

c. Communicate with other kinds of agents (other models), thereby influ-
encing them and/or modifying itself in the process.  

3. The ALC agent in action 

To sharpen our discussion in this section, we examine the classical aspects of 
model building as originally introduced for the design of urban models in the early 
seventies (Wilson, 1974) and we re-interpret them in light of the above arguments. 

These aspects which substantially refer to the internal loop of the modeling ac-
tivity (Fig.1), constitute the basic ingredients necessary to the operational imple-
mentation of an urban model. They can be summarized in the following check list: 
1. Purpose: What are the aims of the model application in relation to the 

problem issues for the study area? 
2. Conceptualisation: How are the observed urban phenomena, i.e. the prob-

lem issues, accounted for in entities and represented by the model consti-
tutive objects (i.e. variables, parameters, relationships)? 

3. System Control: Which model variables are relevant for taking the deci-
sion-makers and/or planner’s control into account? 

4. Variable Definition: Which level of spatial and categorical articulation 
should be retained in specifying the variable? 

5. Treatment of Time: How are time and its correlates introduced and man-
aged? 

6. Theories: Which consistent collections of hypotheses describing urban 
phenomena (i.e. the views of cities as developed in literature) are perti-
nent for dealing with the problem issues addressed by the model? 

7. Methodologies: Which technical approaches (i.e. statistical and spatial 
methods)are most convenient in developing the model? 

8. Data Gathering and Information Processing: Which kind of spatial and 
socioeconomic data are available or need to be retrieved? 

9. Verification: How good is the model’s adherence (i.e. calibration of pa-
rameters, validation of the model outputs) to the study area? 
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To some extent, the above aspects can be related to a process of moulding 
which starting from an initial draft of the model, progressively gives form, con-
tents and shape to the model artefact.  Of course, the listed aspects are not strictly 
sequential, and have multiple links and feed-backs (i.e. conceptualization is obvi-
ously linked to both theories and data). 

A fundamental requirement is that the treatment of each aspect should be con-
sistent within the overall model construction. This also implies that the choices 
made in dealing with a certain aspect influence and/or constrain those made for 
the others. They affect, therefore, the whole course of the modeling process and 
can ultimately condition the success of the modeling enterprise. 

Whereas this consistency requirement still holds for an ALC model, all the as-
pects mentioned are considerably enriched insofar as they are transformed from 
simple items of a check list into more active autonomous objects. Besides having 
its own functions, each of these objects is therefore endowed with syntactic, repre-
sentational and knowledge project components. These contribute to the overall 
model activity, but can also produce research by-products and foster additional 
modeling activities. 

Our review of these extensions will not be exhaustive and is limited to highlight 
the most salient features, see Tab.1. To support our arguments, some comments 
will be made regarding two model experiences, the PF.US and SimAC models, re-
cently carried out at IRES, as they may be instructive in illustrating the different 
objects of an ALC model (Occelli and Landini, 2002): 
• The PF.US model stems from a revision of classical operational urban 

models. These are aimed at providing a comprehensive view of the func-
tioning of a city by means of the interdependences of its constitutive sub-
systems (economic activities, services, population and transport). The so-
cial account and matrix and spatial interaction approach underpin the 
methodological basis of the model. The model assumes that a set of func-
tional and spatial interdependences (i.e. expressed by means of activity 
multipliers) link the various urban sub-systems. Through them, changes 
in a sub-system are propagated to all the others and determine an adjust-
ment in each other sub-system. A two- level system description, at the 
regional and sub-regional level is given. Each level is supposed to have a 
perception of the state of the other level. Such a perception, in turn, af-
fects the level’s own state. Therefore, in the model, a complete (although 
simplified) description of urban structure is given (i.e. as stated by a set 
of mathematical equations), which sets the rules of interaction of the 
agents at both levels (the various economic sectors, population types and 
local systems). The main purpose of the model development was to simu-
late socio-economic scenarios, in order to assist us in reasoning about the 
likely future of Piedmont regional systems. 

• The model for the Simulation of ACcessibility (SimAC Model) deals with the 
exploration of a novel view of accessibility, i.e. accessibility is not simply an 
entity derived from transportation demand, but a resource associated with the 
many interaction fields existing in an urban system. As in the previous model, 
both a micro and macro level of the system exist, although in this case the 
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agents at both levels are conceived as reactive agents capable of updating 
their behaviour as a result of changes in their perceptions of accessibility. In 
the model there is no quest to give a complete description of urban structure. 
Agents, at both individual and collective levels, are autonomous entities and 
can modify their behaviour (i.e. choose a different travel path in their journey-
to-work) according to their varying representations of accessibility. There is 
no explicit system control. The agents are reactive entities whose behaviour 
depends on limited cognitive ability (i.e. their representations of accessibility 
are local and updated over a certain time span).  Besides the cognitive under-
pinning of the model exercise, simulation is an essential condition for the un-
folding of spatial behaviour of the individuals over time. 

Modeling as a Plain Me-
diator Agent 

Modeling as an 
ALC Agent 

Purpose: What the 
model is intended for 

Problem solving: WHAT to 
do

Problem-making:  
How to think about 

WHAT do to, i.e. what 
to do  IF… 

Conceptualization: 
Framing the problem 
and identification of 

variables 

Entity organization by 
taxonomical approaches (one-

to-one mapping) 

Entity organization 
as a feasibile set of al-
ternatives  (mapping 
one-to-many, geno-

pheno mapping) 

Control Variables 
Identification of  the 

mechanisms controlling the 
responses of the system 

Search for the range 
of possible actions to 
steer the system's be-

haviour 

Level of Aggrega-
tion of Variables 

Definition of the most en-
compassing/synthetic spatio-

temporal data sets  

Paying attention to 
the  representation 

levels of phenomena, 
windows of observation  

Treatment of Time  
Internal clock marking the 

progression steps of dynam-
ics

Irreversibility of time, 
influence of the initial 

conditions   

Theories Search for the truthful ap-
proximation of the real world 

Critical thinking and 
interpretive analysis 

Methodological Ap-
proaches 

Exploitation of the existing 
tools and search for the best 

ones (optimizing attitude) 

Exploring new tools 
and using the available 

ones (satisfying atti-
tude)

Data 

Measurements of phenom-
ena and quest for compre-

hensive information ( the myth 
of data) 

Significant informa-
tion and perception 

(virtual data and quality 
of information) 

Validation 
Parameter calibration and 

consistency with real phe-
nomena 

Moving up the level 
of validation: emulation 

and simulation 

Table 1. Modeling Aspects in an ALC Agent 
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The aim of a model is the aspect which most clearly reflects the structural-
cognitive shift in modeling as we mentioned earlier. Both the action-meaning per-
spectives are involved in being highly sensitive to the current trends of epistemo-
logical, socioeconomic and cultural changes. As increasing attention is turned to 
the need to identify the ‘right questions’ to be addressed by decision-making (i.e. 
the planner, urban stakeholders, general public), in an ALC model, scopes are less 
interested in problem-solving and become more focused on problem-making.  

Therefore, an ALC model is more widely recognized as an activity that assists 
us in both obtaining deeper insights and creating a ‘new kind of knowledge’ about 
a problem. The type of modifications occurring in modeling scopes is highlighted 
in Tab.2. It shows the view of a city in which dynamics and unexpected changes 
are advocated as major urban characteristics, and also the traditional distinction 
between the predictive and prescriptive perspectives in modeling purposes that be-
come blurred and meaningless.  

Analyst’s Points of View About the System  

General Attitude 
Towards the System 

The system is stable and 
weakly reactive 

The system is dy-
namic and can exhibit 
unexpected changes 

Predictive  
(Positive) 

To help predict the impact 
of alternative strategies for 

developmental policies 

Prescriptive  
(Normative) 

To investigate the best 
performing  actions for opti-

mal  policy strategy 

To explore the set of 
actions likely to form vi-
able strategies for im-

proving the  survival  of 
the system (i.e. for devis-
ing socially shared sus-

tainable policies) 

Table 2. Broadening the Modeling Scopes in an ALC Model 

In this context, the investigation of  the set of actions likely to form viable 
strategies, i.e. the IF term of the IF THEN condition of conventional impact analy-
sis, becomes a general requirement in applying an ALC model. 

Of course, a relatively wide range of possibilities exist. As shown in the IRES 
experiences, for example, a model application can be aimed to provide new ways 
of thinking about practical questions, i.e. to make a framework available to give 
coherence to a scenario’s analysis, as in the PF.US model. In other cases, it can 
focus on new means for theoretical reasoning, i.e. to implement a novel artefact al-
lowing us to deepen our understanding of agents’ spatial behaviour, as in the 
SIMAC model. 

This general broadening of model scopes clearly affects most of the other ob-
jects. For the conceptualization object, in particular, attention tends to shift: 
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a. From the undertaking of an efficient filtering of the problems at hand 
in order to obtain a fully defined set of model entities, i.e. to identify 
a one-to-one mapping of  the problem at hand with the model entities 
and their representations in quantitative variables; 

b. To a questioning of the generation process of the model entities 
themselves, i.e. of how these entities are likely to reveal a multiplic-
ity of forms that are even quite heterogeneous.  

Even at a preliminary stage of model sketching, in fact, it is recognized that 
model entities may show different forms, whose viability can be unlike and differ-
entially effect the outcomes of the system evolution. In an ALC model, therefore, 
greater attention is paid to the mechanisms and processes of entity definition, par-
alleling, to some extent, the same kind of quest undertaken by biologists studying 
the geno-pheno mapping of living systems.  

The IRES studies are illustrative in this respect. In the PF.US model, in particu-
lar, the extension of the conceptualization object relates to the variable organiza-
tion. A two-level description of the regional areas has been built, which although 
providing distinct profiles, it allows the latter to influence each other. In the 
SIMAC model it concerns the introduction, though in an elementary form, of 
novel types of variables, i.e. the cognitive ability of individual agents and speech 
acts. 

As control is no longer the major preoccupation of planning, and planning as 
well as policy making is undergoing deep transformations, the identification of the 
‘correct and most appropriate’ control variables in a model is losing importance. 
In the ALC model, emphasis is shifted from a purely engineering type of approach 
to control, i.e.  an approach in which one sees to regulating the system by means 
of exogenous and well-behaved mechanisms, to an approach in which steering and 
guiding become general rules. Ultimately, control becomes something which 
should result from adaptation and co-evolution of an intelligent agent’s behaviour. 

In this context, the object pertaining to the definition of the aggregation levels 
of variables is confronted with a set of different questions from those commonly 
raised. The search for the most detailed variable articulation which would guaran-
tee the best socioeconomic and spatial representation of a problem, has to recog-
nize that phenomena possess their own representation levels, i.e. they have several 
levels of intelligibility and therefore have different windows of observation ac-
cording to which particular features become observable and measurable.  

The enormous progress in computer and information technology has both 
moved up and extended these levels of intelligibility. In this respect, GIS can be 
considered one of the domains of geographical analysis most clearly connected 
with the ALC model’s object, which has considerably improved many aspects of 
its representational components (Egenhofer and Golledge, eds.1998). 

Most of the previous observations are pertinent also for the object dealing with 
the treatment of time. One major observation is that in the ALC model, time be-
comes more substantial. Besides highlighting the relevance for urban evolution of 
features of the temporal dimension, i.e. irreversibility and uniqueness of a time 
trajectory, there is less emphasis on the syntactical aspects of their treatment, as 



Cognitive Modeling of Urban Complexity      229 

addressed in the comparative static versus dynamics debate, and more on their in-
trinsic aspects, i.e. time-budgets, time resources, spatio-temporal accessibility 
(Merz and Ehling eds.,1999). 

Again, the experience of the IRES models is useful in illustrating this argu-
ment. In the PF.US model the substantial aspect of time is outside the model itself, 
i.e. it is accounted for in the anticipatory view underlying the socioeconomic sce-
narios used for the model simulations. The syntactic dimension is related to the 
algorithmic procedure allowing for the adjustments of the model variables to the 
impact of the socioeconomic scenario. In the SIMAC model, time is an intrinsic 
component of both model architecture and functioning. The unfolding of time or-
ganizes the daily routines of urban activities and gives perspective to the actions 
undertaken by agents. A computer module dealing with the time management of 
events is also included in the simulation platform. 

As far as theories are concerned, our earlier arguments about the action and 
meaning perspectives involved in the cognitive mediation are cogent for revising 
the role of this object in the ALC model. In particular, one major aspect empha-
sized on the epistemological ground is the need to reconcile contrasting ap-
proaches conventionally held in relating human experience and the external world, 
i.e. the subjectivist’s  approach where what matters is the individual subject and its 
experience and the objectivist’s approach where a world reality is postulated to be 
observer-independent. In this context, theories lose their unique role of “deposi-
tory” of scientific truths, called for in legitimizing the formation of individuals’ 
mental models. They acquire a more pragmatic role as means for both suggesting 
interpretive views of cities, motivating comparison and critical discussion and 
providing coherent collection of hypotheses for validating models. 

One major point worth underlining is that theories can greatly benefit from the 
action of an ALC model. If the formation of new concepts is a major drive in the 
modern role of theories, then, an ALC model makes a powerful device available 
for exploiting the various mechanisms underpinning it, see Table 3. 

By Discovery By Instruction 

Formation of new con-
cepts 

Introduction of new terms 

Development 
of New 

 Concepts 
Generalisations Discussion of experimental 

results 

Generation of hypotheses Comparison of alternative 
hypotheses 

Substitution 
of Existing 
 Concepts 

Use of algorithms to select 
sets of consistent hypotheses

Arguments aimed to investi-
gate explanatory coherence 

Table 3. Mechanisms for the Generation of New Concepts (Adapted from Thagard, 1992) 
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The changes in the roles of theories also have consequences for the object con-
cerning the methodological approaches. Whereas in classical modeling, methodo-
logical development was mainly driven by a general quest for best performing 
methods, either from a mathematical and/or statistical point of view, or from a set 
of  optimality criteria of model output, in an ALC model the quest is for an ap-
proach that is able to cope with the problems raised in a given situation. The ques-
tion, then, becomes one of assessing the possible alternatives, in relation to the ex-
isting cultural, technological and informational context. While adopting a 
satisfactory attitude, the possibility to integrate existing explanatory styles and ex-
plore novel ones is an essential additional alternative. The tension between exploi-
tation and exploration thus characterizes this object of the ALC model. This kind 
of tension is reflected, for example, in the recent computation - dynamics debate 
in cognitive science and, namely, in the plea for their rapprochement in order to 
have a full explanatory account of cognition (Mitchell, 1998). 

The range of possibilities likely to be derived from acknowledging the exploita-
tion/ exploration tension can be grasped also from the IRES applications. Whereas 
in the PF.US model a quest for the integration of existing approaches predominates, 
in the SIMAC model an effort is made to explore novel methodological capabilities. 

The model object concerning data has evident connections with those related to 
both the identification of variables and the definition of their aggregation levels. 
In this respect, the generation and representation level of phenomena have been 
pointed out as major aspects involved in the definition of model variables. They 
hold the main responsibility for the fundamental data hungriness of models. More 
often that not, in fact, data requirement has been a crucial issue, often hampering 
model developments and applications. For the ALC model, data availability is no 
longer a crux. Data are primarily meaningful measurements of phenomena, as de-
rived from the multiple ways humans perceive the world surrounding them. The 
long-standing debate on social, urban and environmental indicators has contrib-
uted to elucidate this point. Today, virtual data represent an additional possibility.   

The last model object refers to the verification of the model. Conventionally this 
requires a discussion on very technical aspects of calibration, i.e. parameter estima-
tion to obtain the best fits between model output and data and testing, i.e. deciding 
whether these fits are good. Statistical techniques and indicators of "goodness-of-
fit" are typically involved. For an ALC model, the relevant questions of verification 
have a different nature. They are no longer limited to comply with the methodologi-
cal procedures of standard analysis, i.e. as developed in the modeling internal loop, 
but need to consider  the model purpose object, i.e. all the steps in the modeling ex-
ternal loop. Model verification therefore requires a broader framework in which:  
1. The model’s course of Action is scrutinized in relation to the ethical aspects 

of social acceptability and relevance and consequences for the recipients; 
2. What the model has taught us in terms of thinking about the world, i.e.  the 

Learning from the model is assessed in relation to the existing domains of 
scientific knowledge;  

3. The ability of the model to Communicate with other kinds of models and 
more generally with the social context is examined, i.e. to expose citizens 
and stakeholders to its representations of urban phenomena.  
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These are also crucial points in the recent debate about simulation, insofar as 
simulation is not only associated with the operational realization of a modeling ac-
tivity, but it is co-determined by it. On the one hand, as the role of cognitive me-
diation reinforces the modeling potentials, the functions of simulation are also ex-
tended from technical/algorithmic to explorative. On the other hand, as the 
progress in the technological and information background makes simulation and 
the computer artefact more powerful, the role of a modeling activity is progres-
sively effected, thus improving our knowledge gains and action capabilities to deal 
with urban complexities (Occelli, 2003). 

4. Concluding remarks: what an ALC model can teach 
us in dealing with city complexities 

In this paper an effort was made to illustrate aspects of the new strengths existing 
in today's modeling. We argued that these are related to the cognitive mediation 
role for modeling makes it possible to establish between the abstraction process 
(internal loop), and the external environment to which a model application belongs 
(external loop). 

In particular, we emphasized how this role entails three main components of 
model building. Firstly, a syntactic component, aimed to deal with the mechanism 
underlying the functioning of cities. Secondly, a representational (semantic) com-
ponent, related to the sense associated with the representations of the urban phe-
nomena provided by the mode. Thirdly, a knowledge project component, associ-
ated with the purports of the investigation project underlying a certain model 
application.  

We also pointed out that as they increasingly rely on computing technology, 
models as cognitive mediators are not just simple autonomous entities, but active, 
complex and unique artefacts. Because of this intrinsic property a claim was made 
that a model can be understood as an Action, Learning  and Communicating agent, 
whose ultimate role is to strengthen our capability to act.  

To sharpen this contention, we then recalled the classical steps of model build-
ing in geography and examined, how their functions are modified in an ALC 
model.  

Insofar as it entailed how we organize the ways to apprehend urban phenom-
ena, i.e. how we know the city, our discussion was fundamentally epistemological. 
On the one hand, the claim about the cognitive mediation role of modeling may be 
considered as a kind of hub allowing us to enter several paradigms of enquiry of 
city complexities (i.e. dynamic analysis, multi-agent approaches, statistical tech-
niques, hermeneutic discourse, etc.). 

On the other hand, it may be understood as an exhortation to look for sounder, 
more innovative and satisfactory means to grasp the complexities of the city. In 
this respect, our discussion indicates that these are not only technological but, as 
implied by an ALC Model, require a more general language, involving the under-
lying ways to look at and apprehend urban complexities (Casti, and Karlqvist eds. 
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1986; Pattee, 1986; Van Gigch, 2002). The case of the diffusion of GIS, without 
acquiring such language, may be instructive in this respect (Batty, 2002).  

Maybe, one major lesson  which has been learnt so far, is that underlying these 
complexities, no matter how they are disclosed or approached,  there are surprises 
and more trivially something we did not expect. This calls for constant attention 
towards innovative actions to address the problems at hand. As shown in discuss-
ing the different objects of the ALC model these are made of a number of opera-
tional and practical ingredients.  
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Navigation in Electronic Environments 

Stephen C. Hirtle 

Abstract. The ability to locate information in a complex information space requires 
specialized tools to support searching and browsing behavior.  Inherent in browsing is the 
ability to navigate through informational items, while retaining a sense of orientation.  A 
tripartite theory of navigation is presented based on cognitive studies of navigation in 
physical spaces, which divides navigation into three levels:  planning, procedural and mo-
tor.  The last two levels become critical for virtual reality, while the first two levels are 
critical for the traversal of more abstract information spaces.  The analysis leads to various 
insights for information designers, which are demonstrated in two different environments.  
First, for hypertext navigation, it is argued that the inclusion of structural components, such 
as neighborhoods and landmarks, can improve the navigability of electronic spaces for 
browsing and non-directed search.  Second, for spatial information kiosks, the use of text, 
images and maps, are shown to improve the accessibility of the information.  Together, 
these two examples highlight the benefits of grounding information design in theories of 
wayfinding and spatial information processing.  

1. Introduction 

A basic principle of all human behavior is the ability to seek and find locations of 
particular interest or meeting particular needs (Golledge, 1999).  From our basic 
needs of substance and shelter to more complex needs of data and information, 
humans must store a vast array of spatial knowledge for quick access and manipu-
lation. Computational advances have dramatically altered the ability to provide in-
formation about spatial locations on a real-time basis.  In fact, the World Wide 
Web and other non-mobile information sources are providing the first, and often 
the only, source of information to travelers.   

Today we move about not only in physical space, but also within worlds of in-
formation.  The ability to locate information in a complex information space re-
quires specialized tools to support searching and browsing behavior.  Browsing 
and searching are two fundamental processes in locating information (Korfhage, 
1997).  Browsing is an undirected search, in which either there is no clearly speci-
fied goal (“I wonder if there is anything interesting here”) or the user is interested 
in determining the scope of coverage (“What kinds of information can I find 
here?”).  In contrast, when searching is used if there is a clear goal.  Search en-
gines, such as Google, are more useful in the latter than in the former, although the 
search engine may help the user find the best neighborhood to begin browsing or 
may provide a tool to browse at the meta-level of data. 

It is interesting to note that in physical space there are two similar processes re-
lated to wayfinding.  That is, in directed navigation there is clearly specified goal 
and the task of the user is to move as quickly, efficiently, or aesthetically to that 
goal (Jul and Furnas, 1997).  In other cases, such as wandering, one has no clear 
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destination in mind, but rather is interested in understanding the nature of a space.  
Inherent in browsing is the ability to retain a sense of orientation or position, re-
gardless of whether or not one is discussing an informational space or an envi-
ronmental space.

One approach to the problem of electronic navigation, which we have found to 
be beneficial, is to compare navigation in the physical world with navigation in 
electronic worlds, with a focus on the underlying cognitive structures and the im-
plicit metaphors that are adopted by the navigators of the space.  Kim and Hirtle 
(1995) have argued that some of the difficulty in traversing electronic spaces is 
due to the lack of what can be termed cognitive structures, such as identifiable 
neighborhoods and notable landmarks, which provide a user with a sense of place.  
Appropriate formal analyses can also lead to the development of intelligent views 
of a space, such as modified fisheye views and other "you-are-here" pointers for 
electronic worlds.  In the next section, we review principles from the cognitive 
studies of navigation and then suggest methods for incorporating these principles 
into the design of navigational tools for electronic spaces. 

2. A View from the real world  

Research on cognitive mapping has examined the ability of individuals to acquire 
and use spatial information.  The acquisition of spatial knowledge has been shown 
to be based on the use of organizing principles, such as the use of hierarchies, ref-
erence points, rotational and alignment heuristics and other related principles.  
These organizing principles, in turn, result in what Barbara Tversky (1993) has 
coined a "cognitive collage" of multimedia, partial information.  Inherent within 
this collage is the ability to extract slices of information sources, such as visual 
cues, route information or linguistic labels.  The collage necessarily operates at 
multiple levels, allowing one, for example, to discuss and plan a route, using 
highway systems or one's back alley with equal ease.  In our own lab, we have 
shown that the need to structure space is so strong that subjects will impose over-
lapping clusters on an otherwise homogeneous distribution, which results in bi-
ased judgment of distance and orientation (McNamara, Hardy, & Hirtle, 1989).  

In addition, while real space is organized hierarchically into multiple levels, 
these levels are not well represented by a tree structure.  Christopher Alexander 
was the strongest advocate of this position.  In a classic paper, entitled “The city is 
not a tree,” he argued that a tree is too constrained to represent organic cities, 
which have evolved naturally to contain many cross-linkages and overlapping 
nodes. Furthermore, planned cities, which are designed to be fit a strict hierarchy 
are either unlivable or adapt to a more fluid structure, such as a semi-lattice.  If 
one uses real-space a metaphor for electronic spaces, Alexander’s position sug-
gests that there would be great benefit for an interface which breaks down any 
strict hierarchical organization.  Thus, most common interfaces, while supporting 
a hierarchical structure for storage of information, includes many non-hierarchical 
alternatives for navigation, such as links in hypertext systems, transporting in vir-
tual reality systems, or short-cuts in windowing systems.  Each of these modifica-
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tions can not only improve the usability of a system, but, in contrast to intuitions, 
can increase the correspondence between the structure of real-worlds and the 
structure of electronic worlds. 

Navigation in the physical world then acts upon this complex representation.  
The process is not independent of the representation, but rather explicably tied to-
gether.  One of the more interesting models how to relate the navigation processes, 
the external environment and cognitive representation of that environment is given 
by the self-organized inter-representation networks (Portugali, 1996).  

3. Application I:  hypertext navigation  

As one moves from real world spaces to electronic spaces, such as hypertext or the 
World Wide Web (WWW), how does navigation evolve and adapt?  First, a 
framework for when navigation is used must be established.  Just as one often uses 
surrogates to aid in real world travel, electronic environments provide a number of 
surrogates to minimize the need for navigational expertise.  One might arrive at an 
airport in an unfamiliar city and simply take a taxi directly to a pre-identified ho-
tel.  Likewise, there are occasions when a query is well formulated and specific 
enough to result in a single target page.  However, more often a successful search 
query on the WWW would be directed to a collection of pages, images and links.  
A search engine, which fails to recognize that interconnectedness of pages, might 
result in a long list of pages from the same site, which would be better represented 
as a single hit.  Likewise the traveler, who is looking for a good place to eat dinner 
in this unfamiliar city, might be directed to neighborhood known for culinary ex-
cellence, without a single target location in mind.   

Furthermore, one often needs to navigate within sites and among nearby con-
nected sites to locate the specific information that is needed.  That is, the result of 
a search query is to move to the appropriate neighborhood, where navigational 
strategies will need to be adopted to move efficiently through the neighborhood.  
In turn, navigational overload may lead to the problem of getting lost (see Kim & 
Hirtle, 1995, for a review).  This "lost-in-hyperspace" phenomenon occurs for 
several reasons.  First, real space has real constraints, whereas hyperspace does 
not.  Nodes might join in a strict linear order, a tree, a network, a cycle or any 
number of other topologies.  Some topologies are indicative of a book, others of a 
museum, and others of an unorganized wilderness.  You-are-here maps are either 
absent or uninformative when present.   

The WWW provides a particularly interesting electronic environment, given 
the immense size, inherent complexity, and dynamic nature of the Web.  The abil-
ity to find information in the WWW is dependent on a variety of inter-related fac-
tors, including the navigability of the space, the transparency of the information, 
and the expertise of the user.  Tools must support both browsing and searching ac-
tivities and these should be complementary.  Fixed classification schemes were 
developed for storage, rather than browsing, and should be not be viewed as the 
solution to the complex problem of finding useful information. 
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3.1. Graph theoretic approach 

Navigability of the graph has been formalized by Furnas (1997) among others.  
Furnas defines an Efficiently View Traversable (EVT) graph to a graph in which 
the number of outgoing links is small compared with the size of the graph and dis-
tance between pairs of nodes is small compared to the size of the structure.  By 
example, he shows that modification of linear graph into a tree or into a fish-eye 
view will result in a increase in the traversability of the graph.  Here a fish-eye 
view is taken to mean links from a site to other major headings within nearby 
neighborhoods are available from a site.  Watts and Strogatz (1998) have also 
shown that adding only a few shortcuts dramatically decreases the distances in a 
network, but that providing additional shortcuts will not improve the efficiency of 
traversal further. 

Furnas (1997) argues that traversability is not enough to make it navigable as the 
navigability depends on the ability to follow a cues.  In particular, a space is view 
navigable (VN) if every node has good residue at every other node and the amount 
of out-link information is small.  Residue is reflected in the semantic content of link 
labels.  Thus, a dictionary has good residue, since in moving from one entry to an-
other, it is unambiguous whether to scan forwards or backwards in the entries.  To-
gether, these two ideas, EVT and VN are needed for what Furnas (1997) calls Effec-
tive View Navigability (EVN).  That is, a space must have an efficient structure and 
appropriate labels to lead a user to find the information that is needed. 

3.2. Cognitive map approach 

A second approach to the problem of electronic navigation is to turn to the heuris-
tics that people use to navigate physical space.  There are different types of spatial 
knowledge, such as route and survey knowledge.  In simple spaces, individuals 
begin to acquire survey knowledge upon the first exposure to the space, whereas 
in complex spaces, such as hospitals, survey knowledge is rarely acquired even af-
ter years of experience.  

Furthermore, aspects of the representation can be generalized to the characteris-
tics of the physical space.  For example, architects and urban planners have 
learned that undifferentiated spaces are harder to learn than rich environments.  
Even an idea as simple as using different colors on different levels of a parking 
garage will increase the likelihood of recalling where your car was parked upon 
return.  Thus, aids in helping the user structure space and differentiate neighbor-
hoods should lead to fewer errors and greater satisfaction with hypertext systems 
(Kim & Hirtle, 1995).  

One might also consider the metaphor that users adopt in hyperspace (Gray, 
1990; Kim & Hirtle, 1995).  Here the focus is on the relationship between the vir-
tual space and the users' understanding of the virtual space.  A critical observation 
is that the virtual space need not have a physical correlate to be easily traversed, 
and the inclusion of a physical correlate does not guarantee avoiding disorienta-
tion. For example, understanding the mapping of a video game that assigns the top 
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row to the bottom row, and the left edge to the right edge is easily understood and 
visualized, even if it is physically impossible in real-space.  Likewise, as people 
may find themselves lost in a museum of interconnected rooms, the corresponding 
hyperworld would be equally disorienting (Foss, 1989), even though such a space 
obviously exists in the real world.  Instead, disorientation is often the result of ei-
ther adopting the incorrect metaphor or the lack of an appropriate metaphor.  

On-line aids, such as history trees, maps, and fish-eye views, can assist the user 
both in developing an appropriate metaphor and locating one's self in the virtual 
space.  Pointers with some degree of redundancy will tend to more useful.  How-
ever, the exact methods, which prove to be of the most use in a given situation, 
will depend on the structure of the virtual space and the preferences of the user.  
Rarely do most information systems build on both of these factors.  

In our own lab, we have most recently begun to explore these hypotheses in 
hypertext navigation, by examining the role of imposing structural cues in the vir-
tual space.  Such studies highlight the benefits and problems in generalizing about 
navigational behaviors between real space and virtual space. To test whether the 
ability to navigate in space in dependent upon cognitive structures, we have begun 
to examine in depth two structural characteristics of the environment: landmarks 
and regions.  Since the writings of Lynch (1960), landmarks and regions have 
been identified as critical components for organizing space.  The problem of how 
to transfer these concepts to electronic worlds is the focus of the two studies. 

3.2.1.  Landmarks 

The ability to navigate in an environment is dependent upon one's ability to form a 
spatial representation of that environment, and landmarks play a key role in the 
creation of such a cognitive map.  A landmark is an object or location external to 
the observer, which serves to define the location of other objects (or locations).  
Heth et al. (1997) describe two ways landmarks are fundamental to navigation.  
First, landmarks are the memorable cues, which are selected along a path, particu-
larly in learning and recalling turning points along the path.  Second, landmarks 
enable one to encode spatial relations between objects and paths, enabling the de-
velopment of a cognitive map of a region.  This distinction can also be described 
as landmark-goal relationships, where landmarks are cues along a path to a goal, 
and landmark-landmark relationships, which provide a global understanding of the 
environment (PastergueRuiz, Beugnon, & Lachaud, 1995).  Sorrows and Hirtle 
(1999) argued that landmarks are important for navigation in both real and elec-
tronic environments. 

Navigation can be considered in both open terrain and networked environ-
ments, and these environments may be either physical or electronic spaces.  The 
term 'networked environment' refers to an area where movement is restricted to 
particular paths, such as cars driving on developed roads or a person following 
links in a hypertext environment.  Open terrain environments are not restricted to 
movement along predefined paths, for example orienteering, open terrain robot 
navigation, or visualization interfaces for document spaces.  In each of these envi-
ronments, the purpose of navigation could be any of a variety of tasks or goals, 



240      Stephen C. Hirtle 

such as directed at arriving a known goal, searching for a possible but uncertain 
goal, or meandering/browsing in the environment.  This leads to the question of 
what tasks and in what environments landmarks are either beneficial or necessary 
and what types of landmarks work best in different environments. 

In the World Wide Web, Mukherjea and Hara (1997) define a landmark as a 
node which is important to the user because it helps to provide an understanding 
of both the organization and the content of that part of the information space. 
Glenn and Chignell (1992) describe landmarks as part of a symbol system which 
is both visual and cognitive, and in which the visual and cognitive functions are 
intricately tied.  Although these and other definitions of landmarks in the WWW 
seem compatible, a key problem exists in how to determine specifically what 
nodes are landmark nodes.  Algorithms have been proposed which use the connec-
tivity of a node, the frequency of use of a node, and the depth of the node in the 
local WWW directory structure.  Sorrows and Hirtle (1999) and Sorrows (2004) 
have extended the typologies of landmarks to include three distinct categories: 
visual, structural and semantic.  The categories are shown to apply to both real and 
virtual environments.  

3.2.2. Neighborhoods 

In many ways, neighborhoods form the dual of landmarks.  Whereas landmarks 
represent a important beacons and/or decision points, regions suggest common 
constraints, such as, navigation tools, home pages, and indices in the case of elec-
tronic worlds.   

Hirtle, Sorrows and Cai (1998) contrasted navigation through a hypertext 
space, with and without implicit neighborhoods defined, to show that the inclusion 
of neighborhoods increased the navigability of the space.  In this study, neighbor-
hoods were induced by coloring the background of a set of pages to be consistent 
with the content and structure of the pages in an academic department.  For exam-
ple, faculty pages might be blue and course information might be yellow.  Search 
times were compared with sets of pages where the background was either mono-
tone or colored randomly.  Consistent with a theory of spatial information, the 
spaces where neighborhoods were indicated by color were easier to search. 

4. Application II: spatial information kiosks 

Informational kiosks for the display of geographical information have proliferated 
in past years.  The ability to display images, maps, and text in dynamic displays 
has lead to the ability to provide complex directions with new clarity and precision 
(e.g., Tufte, 1997) or new interactive tools for exploring space in desktop settings 
(e.g., http: //www.news.harvard.edu/tour/qtvr_tour/index.htm). In contrast to pa-
per-based cartographic maps, computer-based maps have the flexibility to present 
three dimensional images from a user centered perspective and provide zoom, pan, 
and indexing capabilities (e.g., Masui, Minakuchi, Borden and Kashiwagi, 1995).  
Furthermore, electronic displays can include visual components, which Barbara 
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Tversky (1993) has argued are included in our 'cognitive collage,' of an environ-
ment. By combining the foundations of cognitive mapping with the principles of 
good design, we have been able to build an effective, off-line, navigation system. 

The initial Library Locator (LibLoc) system is a web-based browser that was 
designed to locate satellite libraries on the University of Pittsburgh campus (Hirtle 
and Sorrows, 1998).  There are 17 small libraries on the campus and while most 
students would be familiar with a few of library locations, many of library loca-
tions are not well known.  Furthermore, many satellite libraries are located in iso-
lated locations deep inside an academic building.  To further assist students in 
finding libraries, new versions of the LibLoc system have been constructed.  In 
each case, the system consists of four frames as shown in Figure 1.  The upper-left 
quadrant is the spatial frame that contains a map of the campus, a 2D floor plan, or 
a 3D model of the building.  The upper-right quadrant shows a key image or se-
quenced image, such as the front door of the target building or the inside of the li-
brary.  The lower-right quadrant gives verbal instructions as to the location of the 
library and the lower-left window provides instructions for the use of the system.  
All information is presented in a structured, hierarchical manner, to allow users to 
explore within buildings, as well as around the campus, with equal ease. 

Fig. 1. Example screen from the Library Locator (LibLoc) showing maps, image and 
text in a yoked system. 
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LibLoc can be viewed as a research platform for exploring issues related to the 
construction of a cognitive collage.  

For this reason, several versions of the LibLoc prototype have been con-
structed.  For example, users may be presented with automatic slide shows of 
through the building or users may initiate image changes by tracing a path with the 
mouse. Thus, the LibLoc versions vary in terms of the richness of the representa-
tion and the level of cognitive load for the user.  The automatic slide show present 
a rich set of slides of the environment, but requires greater a cognitive load to as-
similate all the information.  Another version of the system minimizes the cogni-
tive load, but at the expense of the continuity of the visual environment.  Together, 
the various versions argue that a navigation system for learning about a spatial 
layout can be improved by the use of redundant, multi-media information.  Fur-
thermore, the inclusion of a theoretical framework based on Tversky's (1993) cog-
nitive collage will constrain and direct some of the possible design considerations 
for such a system.   

5. Summary 

The ability to locate information in a complex information space requires special-
ized tools to support searching and browsing behavior.  Inherent in browsing is the 
ability to navigate through informational items, while retaining a sense of orienta-
tion.  By providing structural cues to the electronic space, electronic navigation 
can be facilitated.  For example, electronic navigation can be improved through 
the induction of neighborhoods and the inclusion of landmarks within electronic 
spaces.  Information kiosks can be improved through the inclusion of visual im-
ages, maps, and directions, to provide redundant, overlapping cues of an environ-
ment.  Together, these studies point to a richness of spatial representations that are 
inexplicably tied to the real environment and highlight the benefits of grounding 
information design in theories of wayfinding and spatial information processing.   
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Enhancing the Legibility of Virtual Cities by 
Means of Residents’ Urban Image: a Wayfinding 
Support System

Itzhak Omer, Ran Goldblatt, Karin Talmor, Asaf Roz 

Abstract. In this paper we present an operative Wayfinding Support System (WSS) for 
a virtual city using the virtual model of Tel Aviv for targeted and exploration wayfinding 
tasks. The WSS was developed under the assumption that a design of a virtual city should 
allow a transfer of spatial knowledge from a real city to its virtual representation. Accord-
ingly, the information for this system was obtained from an empirical study on Tel Aviv 
residents’ urban image by using their city sketch maps. The WSS uses the topological struc-
ture between the urban elements in these sketch maps to decide which elements would be 
highlighted to the virtual city user, according to the observed urban environment and to the 
user’s real time log navigation parameters (scale and perspective).

1. Introduction 

Virtual Environment (VE) is a real-time simulated environment that enables the 
end user to virtually walk through or fly over a specific terrain. Generally speak-
ing, however, although VEs differ in scale, realness and levels of immersion, their 
users are more than likely to experience difficulties locating their current and de-
sired destinations and have problems maintaining knowledge of locations and ori-
entation (Darken, 1995; Stuart and Lochalen, 1998). 

These problems can be related to several characteristics of VEs. First, the real 
time nature of VE, which is characterized by high speed of locomotion, different 
viewing perspectives and varying geographical scales, making it an unfamiliar and 
non-intuitive experience. Second, many of the VEs, and mainly desk-top VEs, re-
quire movement in the virtual space using standard input devices (mouse, key-
board etc.), which can affect accuracy of how far and in which direction the user 
has moved. Third, lack of “presence” and restricted fields of view may also con-
tribute to poor performance in VE navigation (Witmer et al., 1996; Waller et al, 
1998). The degree of these problems depends on the VE type, the wayfinding task 
in question and the user’s ability, but also on the design of the VE. Proper VE de-
sign and the availability of navigational aids can allow for effective and efficient 
wayfinding task performance.  

In this paper we concentrate on the design of a virtual model of a real city to 
support wayfinding tasks. Due to the large scale and high density of a virtual city, 
the wayfinding difficulties one can experience are concerned mainly with direc-
tion, orientation, location and distance between places and the relative positions of 
places. This kind of knowledge, which is known as configurational or survey 
knowledge (Golledge, 1992), allows people to navigate in a real geographical en-
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vironment (Montello, 1998; Kitchin, 1996) as well as in a virtual environment 
(Janzen et. al., 2001).  

Configurational knowledge is taken into consideration in VE studies by adding 
navigational tools, constructing guided navigation systems and designing the 
simulated environment e.g. local and global landmarks, mostly according to theo-
retical principles or the cartographic intuition of the designer, and virtual cities are 
no exception (Batty et al., 1998). However, the uniqueness of creating virtual 
models of real cities lies in the possibility of knowing how their residents perceive 
them i.e. which elements are more imageable and how they interrelate, and to use 
this knowledge to design a more legible simulated environment. This approach of 
using empirical information, we believe, could help the transfer of spatial knowl-
edge from a real city to its virtual representation in different wayfinding tasks. We 
refer here to the term wayfinding as the actual application of the knowledge 
the users have in a process of navigation i.e. the process of determining 
and traveling along a path through an environment (Darken & Silbert, 
1993). Wayfinding comprises both targeted and exploration tasks. The first 
refers to a movement with respect to a specified target whose location may or may 
not be known, and the second refers to a passive or active movement in an effort to 
learn about what objects are involved and the spatial relationships between objects 
(Kitchin and Freundschuh, 2000).  

The aim of this paper is to present an operative Wayfinding Support System 
(WSS) for a virtual city using the virtual model of Tel Aviv for targeted and ex-
ploration wayfinding tasks. The information for this system was obtained from 
an empirical study on Tel Aviv residents’ urban image by using their city sketch 
maps. We used the Q-Analysis method to identify the topological structure be-
tween the elements in these sketch maps. The WSS uses this topological structure 
to decide which elements would be presented to the virtual city user, according to 
the geographical context and to the user’s real time log navigation parameters: 
perspective and scale.  

In the next section we describe the applied methods aiming to improve the legi-
bility of virtual environments for supporting navigation. The last section describes 
the identification of structural relations in Tel Aviv residents’ urban image, the 
principles of WSS and its implementation for the virtual model of Tel Aviv.  

2. Principles and tools for supporting VE wayfinding 
tasks  

Intensive efforts are being made to improve navigation and element recognition in 
VEs. These efforts can be broken down into design principles of the simulated en-
vironment, navigational aids, manipulating display parameters and guided naviga-
tion systems.   

The principles suggested in the literature for improving the legibility of the 
simulated environment can be categorized on the basis of Lynch’s framework. 
Accordingly, landmarks were found critical for navigation suggesting that any VE 
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should include several memorable landmarks on all scales in which navigation 
takes place (Charitos and Rutherford, 1996; Vinson, 1999; Jansen-Osmann, 2002). 
Combining paths, “places” (a distinct, recognizable location), nodes and edges in a 
VE were also found to be essential for effective navigation (Darken & Silbert, 
1996). In addition, the importance of the relation between the elements for 
navigation enhancement is emphasized in several VE studies: paths should have a 
clear structure and start/end points, or nodes, such as paths junctions, can provide 
a structure for placing landmarks (Vinson, 1999). This spatial structure aims to 
help the user to mentally organize the VE representation (Darken & Silbert, 1996).  

Navigation tools such as map and compass are mostly necessary to display the 
user's position and orientation. A compass contributes to spatial orientation by ad-
justing the simulated geographical environment to a frame of reference, while a 
map assists in spatial orientation and in collecting spatial information from the 
surrounding environment (Chen and Stanney, 1999). In addition, a simulated 
physical cue such as a virtual sun, viewed from any vantage point, improves per-
formance on a search task, mainly due to its relative immobility and its visibility 
(Darken and Silbert, 1993).  

Another dimension of VE design concerns the manipulation of display parame-
ters: field of view (FOV), graphics eyepoint elevation angle (EPEA) and viewing 
perspective heights (VPH). The use of a larger FOV allows the user to integrate 
larger amounts of spatial information more quickly for search tasks (Tan et al, 
2001; Nash et al, 2000), and is necessary for a complete and accurate sense of 
space. However, larger FOV might produce distortions in the evaluation of spatial 
relations. Therefore, as Kalawski (1993) states, it is important to determine what 
FOV is required according to the task at hand. EPEA defines the perspective on, 
and the distance from a given object. When a large positive EPEA is used, produc-
ing a top-down view, it makes it difficult to judge the elevation differences but, on 
the other hand, small positive EPEA causes compression of the altitude dimen-
sion. Likewise, the relation between EPEA and FOV can affect judgment of eleva-
tion and azimuth (Barfield et al, 1995). The VPH is often determined by the area 
the user wants to see, but the most effective viewing height would be one enabling 
both landmark recognition and a large-scale view (Witmer et al., 2002).  

Based on the above principles for simulated environment design, and taking 
into account the implications of display parameters, varied guided navigation sys-
tems were constructed. The advantage of a guided navigation lies in the reduction 
of the cognitive load from the user, enabling a keener focus on the tasks rather 
than spending efforts on navigation. Some of them are simply a guide for defined 
locations. An example of such a system was constructed by Haik et al (2002). The 
guided navigation consists of a simple map and navigation arrows positioned in 
the environment in potential problem areas. Clicking on an arrow takes the view-
point to the related area of interest.  

More sophisticated and interactive guided navigation systems were constructed 
by utilizing the user’s real time log navigation and by fitting one or more of the 
displaying parameters accordingly. Bourdakis (1998) introduces a theoretical 
model for urban environment, based on the recognition that at any given position 
there must be a minimum amount of information i.e. sensory cues. The basic idea 
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behind the model is to deal with the many problems that arise when employing a 
“flying” based navigation mode in large geographical virtual worlds. The model 
uses a series of gravity-like nodes that pull the viewer towards the ground when 
approaching an area of high density in sensory cues. Similarly, in a low-density 
area, a global negative gravity pulls the viewer towards the sky until there are 
enough sensory cues. The cues presented are determined according to the refer-
ence location and the user’s real time log movement. Another system suggested by 
Tan et al (2001) defines viewpoint motion by position, orientation and speed. The 
technique offeres links speed control to VPH and EPEA, allowing the users a 
seamless transition between and navigation within local environment views and 
global overviews. A logarithmic function was implemented for speed control so 
that the speed was scaled with respect to the user's distance to a target in the envi-
ronment - the faster the user moves forward, the higher the VPH i.e. the zoomed-
out position.  

The design principles, navigational aids, display parameters and guided naviga-
tion systems presented above can be used for improving VE navigation, depending 
on the VE type, quality of the simulated environment, wayfinding tasks and the 
user’s ability. In the next section we describe the aim of the WSS we suggest ac-
cording to the type of VE and the potential users in the system.   

3. WSS for the virtual model of Tel Aviv: the rationale and 
methodology

The specific aim of the WSS constructed for this model is to support wayfinding 
in the virtual model of a real city where the city is familiar to the users. We devel-
oped the system for the virtual model of Tel Aviv city, an area of about 50 squared 
km. The virtual model is a 3D desk-top VE built from actual terrain data by Sky-
line® software. This software integrates DTM and GIS features to generate a geo-
graphically detailed virtual environment. The model is constructed from DTM in a 
resolution of 50 m grid, digital orthophoto at a resolution of 0.25m pixel and GIS 
layers of building height and street network.  

The trigger for the present study is the difficulty to navigate within this model. 
The WSS constructed for this model was based on information of structural 
knowledge acquired from Tel Aviv residents’ urban image. The process of collect-
ing information and identifying structural relations, the principles of WSS and its 
implementation are presented below.  

3.1. What is the appropriate design for enhancing wayfinding in a 
virtual model of a real city? 

The specific difficulties of navigation in a large-scale virtual model of a real city 
lie, on one hand in the many great possibilities available to users due to the real 
time movement in open terrain: they can move at high speed in all directions with 
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no constraints, and view the terrain in different perspectives and scales. On the 
other hand, users face unfamiliar restrictions that characterize all desk-top VEs as 
described above. These characteristics can lead to disorientation in wayfinding 
tasks. 

The incorporation of navigation aids, such as compass and map, and highlight-
ing important elements like local and global landmarks, paths and nodes clearly 
helps improve orientation in the virtual model of a real city. However, the main 
question is how to design the simulated environment, that is, which elements are 
necessary for navigation on different scales and in different observed areas of the 
city?  

One method for deciding which objects are important for enhancing legibility, 
and thus will be displayed in the simulated environment, is to gather the data from 
individual sketch maps into one aggregate map. In order to do so, 32 Tel Aviv 
residents were asked “to draw a map of Tel Aviv and to sign/draw the dominant 
elements in it (no more than 15 elements)”. Then an aggregate map was extracted 
representing the urban image or the aggregative external cognitive representation 
(see Figure 1), as suggested by Lynch (1960) and as used recently by Al-Kodmany 
(2001).  

Fig. 1.  The urban image of Tel-Aviv. 
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Though its efficiency for improving the legibility of simulated environment has 
been proved, this method is not appropriate when it comes to estimating the struc-
ture and quality of the connections between these elements. Lynch was aware of 
this problem and noted that “there was a lack of information on element interrela-
tions, patterns, sequences and wholes. Better methods must be evolved to ap-
proach these vital aspects” (Lynch, 1960, p.155). Moreover, there is also a need to 
reveal how this knowledge is processed and used in wayfinding practice (Kitchin, 
2002, p.15). 

We assume that the structure and quality of the connections between these ele-
ments could help the users to form a spatial representation of a given observed en-
vironment. Namely, to help them organize the relations between urban elements in 
a local and global context. Such spatial representation is necessary for navigation - 
it enables the user to place his location with reference to other locations to help 
him know exactly where he is and how to arrive to other locations. It is worth not-
ing that this is a working assumption at this stage, because as yet we don’t have a 
clear idea on the navigation strategies of the user when he or she transfers spatial 
knowledge from a real city to its virtual model. If this assumption is acceptable 
however, we need a method by which we can verify that. 

3.2. The structure of urban image 

Our approach is to study the topological structure in the aggregative urban image 
to find out how the residents organize the relations between the urban elements. 
Thus, we used the residents’ sketch maps to find the structure of connections be-
tween the elements appearing in the maps. To this end, we used the multidimen-
sional scaling method of Q-Analysis (Atkin, 1974), to expose the topological 
structure in that aggregative urban image. The basic concepts that underlie Q-
analysis are sets of objects and the relation between these sets. In terms of our 
context, let C be the set of m urban objects (i=1..m) so that C= {c1, c2, …, cm}, and 
P a set of n sketch maps (j=1..n) so that P= {p1,p2,…, pn}. Let µ indicate that a pair 
of elements (ci, pj) are related. If an object ci is drawn in sketch map pj, then ci is 
related to pj by the relation µ: (ci, pj) ∈ µ. This relation defines the dimension of 
an object denoted by q.  

Since Q-analysis is based on a binary language, one has to define the slicing pa-
rameter, denoted by θ. In the current study θ = 3; the number of times an object is 
required to appear on a map for it to be included in the analysis. On the basis of 
presence/absence of relations between pairs of elements from sets C and P (inci-
dence matrix) a topological structure or simplical complex KC(P; µ) was con-
structed and represented by a shared face matrix (see Figure 2a).  
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Fig. 2a. The shared face and topological representation of parts of the Tel Aviv 
urban image objects at dimensions 9-11 

With the shared face matrix we can see the direct relation between objects in 
each dimension (q-near) e.g. 3-near denotes that the objects appear together in q+1 
(4) sketch maps. q-connectivity means the objects could be connected transitively 
by different q+1 sketch maps i.e. q-connectivity indicates that the objects appear 
in q+1 sketch maps directly or indirectly. In this way, the topological structure 
KC(P; µ) enables us to adjust the simulated environment to the user’s knowledge 
by identifying the set of objects connected directly and indirectly to each object 
and its place in the topological structure, as illustrated in Figure 2b. 

Fig. 2b. The shared face and topological representation of parts of the Tel Aviv 
urban image objects at dimensions 9-11 
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4. WSS for the virtual model of Tel Aviv:

To improve the ability of the user to construct coherent spatial representation dur-
ing targeted movement and exploratory movement, the WSS construction was 
based on the following guideline: to highlight the urban elements in a given ob-
served environment according to the topological structure to which the reference 
objects belong. The system enables three wayfinding modes: landmark search, ad-
dress locator (both constituting targeted movement) and free flight (constituting 
exploratory movement). The following section describes and illustrates the opera-
tion principles of the WSS and its implementation for navigational tasks. 

4.1. The operation principles of the WSS  

The operating height range of the WSS is between 250-7,000 m. The minimum 
viewing perspective height (VPH) of 250 m is defined as a local scale according to 
the terrain resolution. At this height (scale) all the objects that are included in the 
topological structure should be displayed once the reference object is identified. 
Above 7,000 m a constant global spatial structure is presented, independent of 
perspective or a reference geographic object.  

Since increasing VPH above local scale would likely result in high density of 
objects, a generalization method is needed to produce optimal visual complexity. 
For that purpose, four intermediate hierarchic levels Li (i=1…4) are defined ac-
cording to the relation between VPH and the topological structure KC(P; µ): 
L1(q2-4,  300-600 m); L2 (q5-6, 600-1,500 m); L3 (q7-8, 1,500-3,000 m) L4 (q9-10,
3,000-7,000 m). Accordingly, let Llocal (q1, 200-300 m) indicate the local-scale 
spatial structure (minimum VPH) and Lglobal (q>11, >7,000 m) indicate the global 
spatial structure. Based on this hierarchy, a generalization process determines 
which objects will be presented according to the following steps:  
1. The reference object identification process varies according to the wayfind-

ing mode at hand; in the landmark search, the chosen landmark constitutes 
the reference object. In the address locator and free flight modes, the “near-
est element” method is implemented. In this case a desired location is 
reached, the system finds the urban image element nearest to it, and identi-
fies the urban image element as the reference object. 

2. When movement stops, the reference object is identified and the VPH is set, 
the objects that belong to the relevant hierarchical level are displayed. Let Lc 
indicate the current displayed hierarchical level. 

3. For connecting the reference object to the spatial structure of Lc, additional 
objects are needed to create hierarchical spatial structure. These objects are 
chosen from Lc-1 objects that are q-near with the reference object (where q is 
the highest dimension in which the reference object has a direct connection 
with at least k objects of Lc-1 level). The parameter k denotes the minimum 
amount of objects from the adjacent hierarchical level that are needed to be 
presented. For the application we used in the current study, we decided that 
k=3. In this way, a topological connectivity was established between a given 
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reference object and a more global structure in a certain scale/VPH. That is, 
a vertical connectivity between the dimensions of hierarchic levels Lc-1–Lc 
and between the higher dimensions’ objects of Lc+1–Lglobal.

Aiming to achieve continuity and to prevent visual distortions, we decided that 
the display parameters: geometric field of view (FOV) and the eyepoint elevation 
angle (EPEA) would be constant at 53° and 30° respectively (in free flight mode 
the EPEA varies). This relation between FOV and EPEA was chosen considering 
the resolution of the simulated urban environment and the elevation differences, 
and it also corresponded with results of empiric experiments (Barfield et al, 1995). 
Hence, the VPH and distance from the referenced geographical object are interac-
tively changed according to the geographical context.  

4.2. The implementation of WSS for navigational tasks: illustration 

The interface of WSS includes several components (see Figure 3). The main 
screen displays the 3D simulated environment including a compass (can not be 
seen in the Figure). In the lower left side of the screen, a 2D map representing Tel 
Aviv residents’ urban image is located. This map is synchronized with the ob-
served environment, and the user’s position is indicated on the map at all times. In 
the upper left side of the screen the Wayfinding tool is located.  

Fig. 3. WSS interface including the main screen displaying the 3D simulated 
environment, a 2D map representing Tel Aviv residents’ urban image and the 

wayfinding tool. 

This tool allows the user three Wayfinding modes: landmark search, address 
locator and free flight (see Figure 4): The 'landmark search' mode enables the user 
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to choose an urban image element (landmark) from a predefined list. The user can 
easily move up or down the scales using the 'change scale' buttons (Figure 4a). 
The 'address locator' mode enables the user to reach any address in the city using 
an address locator engine. The 'change scale' buttons are applicable in this mode 
as well (Figure 4b). In the 'free flight' mode the user can fly in the simulated envi-
ronment manually by using the mouse or the keyboard. At any given time, the user 
can stop his motion and ask for relevant information by clicking the 'info' button 
(Figure 4c). In addition, two orientation aids are available at all times. The 'Head 
north' option changes the viewing perspective to a northerly direction and the ‘Fly 
around’ option enables viewing the reference object in a circle pattern “automati-
cally”. 

Fig. 4. Three Wayfinding modes of WSS: (a) Landmark search; (b) Address lo-
cator; (c) Free flight 

The implementation of the WSS is illustrated in Figure 5. In this case a specific 
address was requested, indicated by the white arrow. The nearest urban image 
element is the court building and is therefore identified as the reference object. 
The movement between scales results in changes in the quantity and quality of the 
displayed elements; more high-dimension objects appear (turn on) while low-
dimension objects disappear (turn off) in order to maintain a hierarchical topologi-
cal connection between the court building (the reference object) and the observed 
geographical surroundings. It is worth noticing that there is no need for the higher 
dimension objects to be displayed in this generalization process, but only those 
objects that have strong topological (conceptual) connection to the reference ob-
ject, e.g. Frishman St. has a lower dimension than Begin St. but only Frishman 
appears in L2 scale, because it has heigher q-connectivity than Begin St.  

a) b) c)
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Fig. 5. Changing the simulated environment according to scale changes and to the topologi-
cal and geographical connection between the reference object (the court building) and the 

observed area 

5. Discussion  

The uniqueness of the operative approach to support wayfinding in a virtual city 
proposed in this paper is its contextual character: using empiric spatial knowledge 
for design of the simulated environment and the ability to change this environment 
according to the observed geographical area and the real time display parameters.  

Scale 1 -  590m 

Scale 3 -  1620m 

Scale 2 -  1100m 
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The imageable city objects displayed by the WSS could help the virtual city 
user to maintain knowledge on position and orientation due to the hierarchal struc-
ture and the topological (conceptual) connectivity. A network of recognizable ur-
ban objects that provide the relative distance and information among them is the 
basis for a representation which can permit an effective navigation. Though the 
transfer of spatial knowledge between real and virtual environments is not yet 
clear  (Peruch et al., 2000), the displayed spatial structure has the potential to sup-
port “piloting” (position-based) and “path-integration” strategies that are usually 
involved in human navigation (Loomis et al. 1999). For example, when employing 
a “flying-based” navigation mode, the topological structure of the streets allows 
the user’s orientation, relying on global and local spatial relations. This structure 
enables the user to move along a certain street or to follow the relative order of 
streets and, by that, to update distances and relative bearings of objects. 

However, it is important to remember that the choice of a certain navigational 
strategy not only depends on the cognitive representation of the environment or on 
the quality of environmental knowledge but also on the design method of the 
simulated environment e.g. the displayed or highlighted urban elements and their 
spatial structure. Hence, further study is needed to evaluate the efficiency of the 
conceptual and operative approach we presented in this paper for supporting way-
finding, and to clarify its influence on navigational strategies.  
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Small World Modeling for Complex Geographic 
Environments

Bin Jiang 

Abstract. This paper aims to provide some insights into geographic environ-
ments based on our studies using various small world models. We model a geo-
graphic environment as a network of interacting objects - not only spaces, places 
and locations, but also vehicles and pedestrians acting on it. We demonstrate how 
geographic environments might be represented as a form of networks and be illus-
trated as small worlds. Furthermore we try to shed light on the implications of 
small world properties from various application perspectives. 

1. Introduction 

Conventional geometric-based networks have various limitations when modeling 
geographic environments. Essentially they are geometric representations, and thus 
interrelationships between locations or objects are not well defined and repre-
sented. Therefore it is difficult for the model to deal with issues such as dynamics, 
growth and evolution. Now researchers tend to view geographic environments as a 
complex network, and treat them as such with a range of features such as nonlin-
earity, interdependence and emergence. For instance, a topological based network 
representation is suggested as an alternative model for the study of the evolution 
of street networks (Jiang and Claramunt 2004). In modeling a built environment 
and terrain surface, the concept of a visibility graph is introduced to show the in-
terrelationship of individual locations in terms of visual accessibility (Turner et al. 
2001, Jiang and Claramunt 2002). These efforts represent a new wave of studies 
of geographic environments using a topological-based network view following the 
main stream of study on complex networks.  

We model geographic environments as a network of interacting objects – not 
only spaces, places and locations, but also vehicles and pedestrians acting on it. 
This view goes beyond the conventional geometric-based network, in the sense of 
dealing with neighboring, adjacency and relationships, and it provides an alterna-
tive representation of geographic environments with respect to geographic model-
ing. For instance, agent-based and cellular automata modeling can be based on the 
topological based representation (O'Sullivan 2001). This topological model has 
been considered in a variety of disciplines in the study of complex networks in-
volving the Internet, cells, scientific collaboration, and social networks, to mention 
a few examples (see Strogatz 2001 for an overview). The nature of geographic en-
vironments, as a complexity system, can be illustrated via the underlying net-
works. We can examine whether or not there is a hidden order behind a geo-
graphic environment, on the one hand, and study how global properties are 
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emerged via the interaction of individuals modeled as the vertices of the underly-
ing network, on the other. It helps understand that complexity systems are more 
than sum of individual components, and this extends the reductionism towards in-
terrelations of the individual components. This has been a major development 
stream in the current study of complexity theory (Holland 1995). 

Recent advances in the study of complex networks have been tremendous. The 
availability of various datasets of real-world networks and powerful computers has 
made possible a series of empirical studies since the seminal work by Watts and 
Strogatz (1998). The concept of small world networks has featured in many scien-
tific journals and conferences, and has been becoming an increasingly interesting 
topic being investigated as an emerging science (Barabasi 2002, Watts 2003).  

The small world network is a network with a kind of hidden order between 
regular and random networks in analogy with the small world phenomenon ob-
served in social systems (Milgram 1967). The small world phenomenon states that 
in a large social system, e.g. a population of a country, the distance between any 
two randomly chosen persons, e.g. yourself and the president of your country, is 
just about six persons away, so called “six degrees of separation”. Whether the 
number really is six remains a matter for debate  (Kleinfeld 2002), but most real 
world networks are indeed small enough, as evident in many real systems men-
tioned above. A real world system with which the underlying network demon-
strates the small world phenomenon is likely to be an efficient and stable system 
in terms of the diffusion of a variety of phenomena ranging from information to 
terrorist networks and AIDS epidemics. Although originally observed as a prop-
erty of social systems, the small world phenomenon has been examined in a vari-
ety of natural systems with which basic units are interconnected as a complicated 
network. 

This paper aims to investigate how small world models can be used for model-
ing and understanding geographic environments from a structural point of view. 
We start with an introduction to small world networks, followed by Watts and 
Strogatz’s small world model and several other models that expand on the small 
world concept in various ways. We then examine how small world properties are 
demonstrated with geographic environments and further discuss the implications 
of the small world properties from various application perspectives, in particular 
linking to the issue of search efficiency with a geographic environment, and of de-
signing a geographic environment with high search efficiency. This chapter con-
cludes with a summary and outlook for future work.   

2. Small world networks and models

2.1. Small world networks 

To explain what a small world network is, let us consider a visibility graph in 
terms of how each point location is visible to every other within, for example, a 
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downtown area. We impose in a grid fashion a set of point locations between 
buildings and examine how these point locations, represented as nodes, are visible 
to each other. If there is no obstacle between two point locations (nodes), then 
there would be a link between the two nodes. In this way, we would see that those 
visible locations from a given location are likely to be visible as well. In other 
words, the visibility structure is highly clustered. This is the first characteristic of 
small world network, and it is measured by the clustering coefficient. If visible lo-
cations from a given location are not visible to each other at all, the cluster coeffi-
cient equals 0. On the other hand, if visible locations from a given location are all 
visible to each other, then the clustering coefficient equals 1. The ratio of actual 
links over all possible links among a set of visible locations (for n visible loca-
tions, all possible links is 2/)1( −nn ) from a given location is defined as clustering 

coefficient. The average of all locations’ clustering coefficient is that of an entire 
network.  

There is another important property that characterizes a small world network. 
In most cases, two locations are not directly visible, but they may be visually ac-
cessible via another location. In this case, these two locations are visually sepa-
rated by a distance of two. In some cases, two locations may be separated by a dis-
tance of three or four etc. The distance is actually the notion of shortest path 
length. The average of the shortest path length between all pairs of locations for a 
visibility graph is called the characteristic path length, which shows the separa-
tion between any two randomly chosen locations.  

In summary a small world network is the network with a high clustering coeffi-
cient and a low characteristic path length. It resembles a regular graph in the sense 
of high clustering and resembles a random graph in the sense of short path length. 
The two properties determine an efficient structure for a small world network in 
terms of information propagation. In the following subsections, we will briefly in-
troduce various models that illustrate a number of features of the real world net-
works.   

2.2. Rewiring simulation (W-S model)  

A regular graph has a high clustering coefficient and a long characteristic path 
length. On the other hand, a random graph has a low clustering coefficient and a 
short characteristic path length. These properties of both regular and random 
graphs prompt exploration of small world behaviour. Watts and Strogatz (1998) 
designed a simulation through rewiring a few links of a regular graph, i.e. to intro-
duce a few random links to replace the original neighbouring links (Figure 1). 
They define a parameter to control the level of randomness. When the parameter 
equals to 0, it represents purely ordered graph, not random at all; when the pa-
rameter equals to 1, it represents purely random graph. Imagining a regular graph 
represented as in Figure 1, the simulation starts rewiring a few links, which means 
that fix one end of the links and randomly rewire to another node in the ring. 
Through carefully controlling the parameter, a range of graphs with different lev-
els of randomness is created. Between the two extreme graphs, it is found that 
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there is a range where networks maintain both high clustering coefficient as the 
regular graph and a low path length as the random graph. The networks that com-
bine the two properties are the small world networks.  

Regular network Random networkSmall-world network

Fig. 1. Regular, small world and random networks

2.3. Efficient behaviour of small world networks (M-L model) 

Marchiori and Latora (2000) investigated various small world networks and sug-
gested a generalized concept of connectivity length toward a better understanding 
of small world behaviour. The concept is defined by the harmonic mean (rather 
than the arithmetic mean) of the shortest distances among all pairs of nodes within 
a graph. The model also relaxed several constraints set by the initial small world 
model by Watts and Strogatz (1998) and extended it to weighted and unconnected 
graphs. What is important for the model is that it brings an efficiency view into the 
small world networks, i.e. a small world network is an efficient network with both 
local and global efficiency in terms of information propagation.

2.4. Scale free property of small world networks (B-A model) 

In studying the small world property of World Wide Web, Barabasi and Albert 
(1999) noted that the degree distribution of individual web pages is extremely un-
even. Some pages are extremely well connected, while most pages have nearly the 
same low level of connection. This distribution is called scale-free, as it is differ-
ent from normal distribution, which has ”a characteristic scale in its node connec-
tivity, embodied by the average node and fixed by the peak of the degree distribu-
tion” (Barabasi 2002, p. 70). The scale-free property can be used to explain the 
growth mechanism of real-world networks, i.e. the rich get richer and preferential 
attachment in Barabasi’s term. Most dynamically evolved networks investigated 
by various researchers demonstrate the scale-free property. Note that a network 
with scale-free property is a small world, but not vice versa. 
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2.5. Directed search (W-D-N model) 

The W-S model proves existence of short chains of intermediaries with many real 
world networks. However, how to find a short chain by individuals constitutes an-
other challenge. This is actually the concept of directed search rather than broad-
cast search in analogue with Breadth First Search (BFS), which is impossible in 
practice (Watts 2003). With W-S model, each node is chosen at a uniform ran-
domness for rewiring, while Kleinberg (2000) realized that in reality people use  
different senses of distance such as geographic distance, professionals, and race to 
decide to whom they want to make an acquaintance. Based on this observation and 
insight, Kleinberg constructed a two-dimensional cellular space in which each cell 
is connected by four immediate neighbours plus a random link. He found through 
the study that some networks that meet some particular condition are searchable 
(see Kleinberg 2000 for details). Watts et al. (2002) took a step further and inte-
grated all what they called social dimensions (or identities) into search strategies. 
Eventually Watts and his colleagues concluded that most social networks are 
searchable because that various identities are involved in determining a next target 
of a short chain by individuals. It sets a significant difference from Kleinberg’s 
finding where the condition is hard to meet for a network to be searchable.  

3. Geographic environments as small worlds 

3.1. Small world properties of geographic environments 

Small world properties can be considered as a perfect combination of regularity 
and randomness, and they seem available in geographic contexts. On the one 
hand, spatial processes are far from a random process, as investigated for instance 
by spatial autocorrelation (Cliff and Ord 1973); on the other, common sense ap-
pears to suggest that geographic environments and spatial processes are not regu-
lar or ordered at all. The first law of geography elegantly states that “everything is 
related to everything else, but near things are more related than distant things” 
(Tobler 1970). The law appears to suggest that with geographic environments eve-
rything has many links to neighboring things (regularity), but a few distant links 
between the distant things (randomness). The regularity can also be said to be a 
sort of high clustering. Taking a transport network for example, the block-by-
block street network constitutes a sort of regular network with a high degree of 
clustering. 

Regarding randomness, various transport systems, such as bus and underground 
networks, imposed on the top of a street network provide some randomness or 
shortcuts. This is the very small world mixed with the nature of regularity and 
randomness used in Kleinberg’s model. Sui (2004) made a similar remark in a fo-
rum on Tobler’s first law of geography with AAG annuals. Batty (2001) has also 
commented how cities might be treated as small worlds, in particular, how new 
technologies have shrunk the cities with new transport means such as underground 
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and high speed trains for global cities. It should be noted that near things should 
not be understood only in the sense of Euclidean geometry. For instance, two dis-
tant locations could be near things if they are visually accessible, or two GIS peo-
ple are near people as they are in the same field, no matter how far they are in 
physical space. It is worth noting that the small-world problem was studied in the 
‘70s and ‘80s in a geographic context. One of the earliest works is about the small-
world problem in a spatial context (Stoneham 1977), although some issues like in-
tegration and segregation can now be better measured by clustering coefficient, a 
basic measure in the W-S model.   

Geographic environments can be represented as topological networks in which 
vertices represent geographic entities and edges represent possible links or rela-
tionships between entities. For example, from a topological perspective, we repre-
sent a street network as a topological network based on a “named street”-oriented 
view (Jiang and Claramunt 2004), i.e. all the named streets are represented as 
nodes, and street intersections as links of a graph (Figure 2). Compared to the 
conventional geometric view, this representation provides a complementary view 
to street networks for modeling purposes, as it is defined at a higher level of ab-
straction. It can be used to study morphological structure and evolution of urban 
street networks. Apart from street network, a built environment and a terrain sur-
face can be represented as a visibility graph as briefly introduced in section 2.1. 

With the topological representations or street topologies, we have found that 
small world properties appear with urban street networks. Thus streets are highly 
clustered on the one hand, and are separated by a short chain of intermediate 
streets on the other. In a similar way, we examined visibility graphs with a built 
environment and a terrain surface (Figure 3). All the studies show that these geo-
graphic environments are indeed small worlds (Jiang 2005, Jiang 2004). In the 
context of the visibility graph, it means that two randomly chosen locations within 
an area are visually separated by a short chain of intermediate locations, no matter 
how many point locations one imposes on the spaces. 

a) b)

Fig. 2. A small street network (a) and its connectivity graph (b) 

(Note: every node in (b) is labelled by the corresponding street name, and the size of nodes 
shows the degree of connectivity of individual streets) 
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a) b) c)

Fig. 3. Street-based topology of Gävle city (a), visibility graphs with the Tate Gallery (now 
called Tate Britain)  (b) and a terrain surface (c) 

3.2. Efficiency distribution for geographic environments  

The exhibition of small world properties supports the idea that urban street net 
works are efficient at both local and global levels in terms of traffic flow. In a 
similar fashion, the Tate Britain and the terrain surface are efficient for search and 
navigation. It means that locations are visually reachable in an efficient manner 
with a built environment due to a high clustering coefficient at a local level and a 
low path length at a global level. This provides theoretic evidence whether or not a 
geographic environment in general is efficient. However, the efficiency view is 
with respect to an entire system and it can be extended to individual levels. 

It is interesting to assess how these measures differentiate among individual 
geographic objects, locations within a geographic environment. Thus spatial effect 
for the small world properties of a geographic environment can be examined. For 
instance, using the M-L model, the efficiency for each street and each point loca-
tion can be computed to illustrate its distribution. As an example, Figure 4 shows 
the distribution of both local and global efficiency for the Tate Britain. We can 
note that those locations with large dots have a higher efficiency. 
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a) b) 

Fig. 4. Distribution of local (a) and global (b) efficiency for the individual locations with 
the Tate Britain 

The distribution of efficiency provides new insights into geographic environ-
ments from both analysis and design perspectives. From an analytical perspective, 
we can examine the questions as follows: which parts are more efficient than oth-
ers? When would a street network be evolved into most efficient? From a design 
perspective, it would be interesting to study how to create an environment with 
both local and global efficiencies, which are often desired. Additionally we can in-
troduce weights into the graph representations. For example, in the case of street 
network, we did not represent multiple intersections between a pair of streets, 
which could be defined as a weight for a link, i.e. the more intersections, the 
stronger ties between a pair of streets. In the similar way, visibility link can be 
weighted in terms of distance, i.e. the shorter the distance between two point loca-
tions, the stronger the visibility link. 

3.3. Re-examination of scale-free property 

True scale-free property is only applicable for infinitely large networks, but in 
practice, most networks have a cutoff with their power law distribution (Watts 
2003). This leads us to re-examine the finding we made in our recent work (Jiang 
and Claramunt 2004). Taking the case of Gävle street network for example, its 
log-log plot is indeed not strictly linear as shown in Figure 4a. However, a linear 
tendency seems exist if you make an appropriate cutoff, in particular when com-
pared to the log-log plot for visibility degree (Figure 4b) that shows a stronger ex-
ponential distribution. We could characterize street networks as a broad-scale 
network, i.e. connectivity distribution has a power law regime followed by a cut-
off, according to Amaral et al. (2000). The distribution difference shown in Figure 
4a and 4b suggests the fact that scale free property is indeed a signature of dy-
namic networks, since street networks are evolved dynamically while visibility 
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graphs are static in essence. It is important to note that it is these well-connected 
streets within a network, or hubs as they are often called, that keep a network 
small. For example, some streets are connected up to 29 other streets in the Gävle 
network and some locations are visible up to 135 other locations among a total of 
960 locations in the Tate Gallery. These streets and locations constitute the hubs 
for the respective networks. 
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Fig. 5. Log-log plot of street connectivity versus cumulative probability (a) and visibility 
degree versus cumulative probability (b) 

Based on the remark that the scale-free property is the patent signature of self-
organization in complex systems (Barabasi 2002), we tend to suggest that street 
networks or street topologies are self-organized because of the scale-free property 
with street topologies - another signature that cities are self-organizing systems as 
elaborated by Portugali (2000). In this connection, the evolution of street network 
is much similar to that of the Internet and Web. Two important laws governed the 
development of the Internet and Web (Barabasi 2002) seem to be applicable to the 
street topologies as well, that is, growth - earlier streets have more time to be 
linked by other streets, and preferential attachment - preferences are given to the 
already well connected streets. The two laws together generate the scale-free 
property, or a power law of the street topologies. 

3.4. Directed search in geographic environments 

Search and navigation in geographic environments have been a research issue for 
a long time in the fields of behavioral geography and environmental psychology. 
How to design an artificial environment that is easy to navigate has also been a 
basic requirement in architectural and urban design. The small world models in 
general and the W-D-N model in particular provide some insight into various is-
sues involving search and navigation in a geographic context. The visual separa-
tion within a geographic environment is short. However, short visual separation 
does not imply that an individual can easily find a short path that leads to a spe-
cific target. This is the issue of directed search. Directed search is a decentralized 
search strategy, in contrast to broadcast search in analogue with BFS algorithm. 
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Put differently, individuals use only local information about the network to deter-
mine the next link and eventually a short chain is found with the collective effort 
of individuals. Although it is defined in the context of social networks, we believe 
that people conduct directed searches from time to time in a geographic context, in 
particular when one comes to a new place with frequent search within an airport, 
an unfamiliar city and even a building complex. 

The W-D-N model assumes that individuals are hierarchically organized within 
a social network, and it relies on the height of the hierarchy to reach a target. On 
the other hand, Kleinberg’s model assumes a constant degree of the nodes, and 
finds that geographic distance is an important factor to be considered in the di-
rected search. These two models have special implications to geographic envi-
ronments, as both distance and hierarchical organization are natures of a geo-
graphic environment. Both physical worlds and cognitive maps are organized 
hierarchically (Portugali 1996). For example, places or buildings are organized 
into neighborhoods, neighborhoods into districts, and districts into cities. The 
same hierarchical structure is available in human internal representation of geo-
graphic environments, so called cognitive maps.  

A geographic environment for human navigation can be constructed as a search 
network in which nodes are individual locations and edges are links between the 
locations. The links could be in different ways like a visual link (visibility), trans-
port link (a bus line), or a road link. Therefore visibility is one of the factors that 
impact on search and navigation. Several other factors such as available transpor-
tation means, maps, and guided information given by someone are also involved 
in search decision. Within the network, landmarks, defined as having key charac-
teristics to be easily recognizable and memorable in an environment, act as hubs 
within a search network. Sorrows and Hirtle (1999) suggested three types of 
landmarks that involve visual, cognitive and structural landmarks. The final struc-
tural landmarks can be considered as those point locations with the highest visibil-
ity degree. Although cognitive and visual landmarks are not so visually accessible 
compared to structural landmarks, they are often treated as hubs and are easily re-
minded because of its distinction in meaning. We can say that because of various 
landmarks of an environment it becomes searchable.  

4. Discussion and conclusion 

A network of interconnected and interacting objects provides an alternative repre-
sentation and modeling approach to geographic environments. The representation 
is complementary to the conventional geometric representation in the sense of rep-
resenting relationship of interconnected things. Therefore from a modeling per-
spective, it facilitates detection of the hidden structure of small world, i.e. most 
geographic environments are neither ordered nor random, but somewhere in be-
tween. Geographic environments seem to show high efficiency at both local and 
global levels. It provides new theoretical evidence that most geographic environ-
ments are efficient in search and navigation, as studied in behavior geography and 
environmental physiology. 
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This chapter took an exploratory approach to small world modeling for a better 
understanding of geographic environments. The ideas discussed here need some 
further research and experiments. The demonstration of small world properties 
with various geographic environments is a first step towards the understanding of 
geographic environments. Our finding of small world properties in the city context 
appears to support Alexander’s famous contention that “a city is not a tree” (Alex-
ander 1965). Indeed, the street topologies and visibility graphs with the Tate Brit-
ain tend to suggest the kind of semilattice structure rather than a tree. Some ongo-
ing studies with small world modeling in a geographic context have taken a step 
forward. For instance, the idea of efficiency has been applied to the study of in-
formation and knowledge diffusion in the context of interactive learning (Morone 
and Taylor 2004). The small world structure and representations have been im-
plemented in various agent-based modeling software platforms (Dibble and 
Feldman 2004). 

A challenging issue from a small world perspective is how to design a geo-
graphic environment that is easy for search and navigation, or alternatively how to 
make a geographic environment closer to a small world. As a small world network 
shows both local and global efficiency, this should be an ideal design target. A 
simple principle appears to be: neither regular nor random but somewhere in be-
tween. With this principle, we still need to measure the degree of in-between in a 
quantitative manner. For instance, with the above-mentioned case studies, typical 
path length is a bit longer than that of equivalent random graphs. In the case of 
street topology, the average path length for the three levels of detail is 5.3, while 
the average path length for the equivalent random graphs is 4.1. It implies that 
such geographic environments could be better designed towards a more random 
one, i.e. to be a more efficient system at a global level. This can help in the course 
of design adjust a design into a right direction: to be more random or more regular. 
Another alternative approach could be using a randomness measure to show the 
level of randomness and regularity. These ideas need further experimental studies. 

We have not spent much time in this chapter on how mobile vehicles and peo-
ple are networked and interacting with each other and to geographic environments, 
therefore it is worthwhile to add some speculations on the issue. Nowadays, the 
world and people are more wired than ever before because of pervasive use of cell 
phones, tracking and positioning devices. This is particularly true in the city con-
text. In the cities, more and more vehicles are equipped with GPS receivers and 
tracking systems, so it is convenient for online logistics and fleet management. On 
the other hand, pedestrians or people in general are interconnected with cell 
phones and mobile devices. This is the very concept of SwarmCity (Mitchell 
1999) refers to. In many aspects, geographic environments are similar to the Inter-
net space and many other real world networks. This similarity opens up possibili-
ties and continues to give new inspirations to geographic modeling from the net-
work point of view. 
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Planning and Designing with People 

Michael Kwartler 

Abstract. This paper details the use of visual simulations by the Environmental 
Simulation Center, Ltd. (ESC) and its collaborators to involve citizens in the 
neighborhood/city/regional visioning and planning process. It does so by examin-
ing three visioning projects undertaken in the last three years. The case studies 
demonstrate how to obtain citizen input regarding their values and group identity 
through their participation in designing the place in which they would like to live. 
Fully integrating 3D/Geographic Information System-based simulations and visu-
alizations into the visioning process makes it possible for citizens to better under-
stand their choices at both a policy and experiential level and arrive at consensus 
for the future of their communities.  

1. Overview 

The use of digital simulation and visualization is explored through the experience 
of three planning projects: 
• Vision 2030: Shaping our Region’s Future Together for the five-county Bal-

timore (Maryland) Regional Transportation Board (January 2003) 
• Southwest Santa Fe City/County Master Planning Initiative for the City and 

County of Santa Fe, New Mexico (April 2002) 
• Near Northside Economic Revitalization Planning Process for the City of 

Houston, Texas (September 2001) 

The impetus for these plans derives from and is a negative reaction to current 
development practice, generally automobile based-planning manifesting itself in 
traffic jams and chaotic development patterns (e.g., the loss of open space in the 
Baltimore region; sprawling, commercial strip, gated community development and 
the loss of desert and the “sense of place” unique to Santa Fe; and a hostile pedes-
trian experience in Houston’s Near Northside).  The plans themselves are to guide 
future growth and development. Each project assumed growth, with pressure on 
the development of “greenfields” (typically undeveloped or agricultural land) in 
the cases of the Baltimore region and Santa Fe. 

Each project is different in terms of scale, landscape, degree of anticipated 
change, governmental and regulatory structures, and the nature of public participa-
tion. As a result, each presents different challenges for simulation and visualiza-
tion. The integration of simulation and visualization into the public participation 
process, facilitating informed discussion and decision-making, was guided by the 
number of people involved, propinquity, and localism. Regardless of the form the 
application of the technology took, it was consistently used to develop the plan in 
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a variety of settings, from hands-on workshops to large “town hall” meetings, not 
merely to represent or visualize outcomes. Technology has typically been used 
toward the end of a planning process; used to sell the project or place but not to 
help the public develop the plan. Our objective has always been that simulations 
and visualizations are a means to the end of informing communities which are 
making decisions about their future. 

The ESC has used simulations and real time interactive visualizations in plan-
ning and visioning since the early 1990’s. To facilitate the process, the ESC de-
veloped its first 3D kit-of-parts (Fig. 1) in 1994 for a series of community plan-
ning and visioning prospects done in collaboration with the Regional Plan 
Association (Yaro and Hiss, 1996; Morgan, 1996). Advances in both hardware 
and software (e.g., ArcViewGIS and CommunityViz™ Planning and Design De-
cision Support System) made it possible to use real time 3D simulations and visu-
alizations and GIS in the process of formulating a vision with citizens. The Santa 
Fe case study was among the first vision plans that fully integrates these digital 
tools in the process.  

Fig. 1.  3D kit-of-parts developed by the ESC being used by the participants to design a 
transit village in “real-time”. 

While each of the planning projects is unique, all have commonalities that are 
useful for comparing why, how, and under what circumstances simulation and 
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visualization are used to enhance public participation and, most importantly, deci-
sion-making. Conceptually, they all share a common base: all employ visioning 
processes based on the methodology first developed by Gianni Longo in his 
groundbreaking work with Chattanooga, Tennessee in the early 1980’s, in which 
visioning is a citizen-driven process where all of the results are derived from pub-
lic input. It is neither top-down nor bottom-up.  It is inclusive of both the private-
sector stakeholders (from business leaders to NGOs) and the public sector. Its 
purpose is to reach consensus on issues regarding values and group identity. It is 
less concerned with differences – what sets citizens apart – than with what a 
community, town, city or region share in common. It is about finding common 
ground in our pluralistic society. 

“Place” plays a critical role in locating common ground. As Donald Appleyard 
(1979) observed, 

(T)echnical planning and environmental decisions are not only value-
based…but identity-based…(P)hysical planning decisions can, and fre-
quently do, threaten the identity and status of certain groups while enlarg-
ing the power of others…The environment is divided into “ours” and 
“theirs;” the trees may be ours, the billboards theirs, the authentic is ours, 
the phony theirs, downtown may be ours or theirs, as may be the wilder-
ness, the oil, or other natural resources.  The city and the natural environ-
ment are areas of symbolic social conflicts and as such raise their own is-
sues of social justice. 

From the perspective of the lay public, place -- their neighborhood, district, 
town, city or region -- is experienced as a whole in all of its glorious messiness, 
and not as a series of abstract planning categories (Casey, 1997). The “quality of 
place”, the combination of its experiential and functional attributes and group val-
ues and identity are recognized as being synchronous in visioning. Visioning uses 
physical design as a form of inquiry, exploring the match and mismatch between 
words, numbers and images. Words and numbers are abstractions that have very 
specific real world implications.  It is not unusual to hear, as has often been the 
case at the ESC, “That’s not what I meant at all….” When the words and numbers 
in a standard master plan or zoning resolutions are simulated and visualized dy-
namically in three dimensions. The simulations and visualizations used in these 
three visioning processes and plans all play a similar role: grounding metaphor in 
reality.  

Ironically, many of the proponents of “place” share an implicit tendency to be 
anti-technology and to regard the outcome of technology as “placelessness” 
(Relph, 1976; Lowenthal, 1985). In the three case studies we demonstrate that 
state-of-the-art technology can be used to help citizens and public officials create 
place and even to transform placelessness into place by using simulations and 
visualizations in a citizen driven process. 

Regarding the digital technology, the projects were all done within a three year 
period, and made use of similar simulation and visualization tools and techniques 
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(although the applications were obviously adapted to each project’s needs and 
scale). 

2. Baltimore Region 

2.1 Vision 2030: Shaping our Region’s Future Together 

Over a 15-month period Vision 2030 explored six thematic areas that dealt with a 
broad range of issues that were, for the first time, brought together to form a com-
prehensive regional perspective. The areas were: Economic Development, Educa-
tion, Environment, Government and Public Policy, Livable Communities, and 
Transportation.  

The visioning process involved six interrelated and sequential steps: 
• Step One: Understanding the Region – Perception and Reality 
• Step Two: Involving Stakeholders 
• Step Three: Prototypical Development Patterns and Scenarios 
• Step Four: Gathering Ideas and Testing Results with the Public 
• Step Five: Developing Vision Statements and Strategies 
• Step Six: Testing the Vision Statements and Strategies with the Public 
Within the overall context of the Vision 2030 process, simulation and visualiza-
tion played a central role in helping the public and the project’s Oversight Com-
mittee reach consensus on the “hot button” issue of where and how to accommo-
date growth in the region identified by the focus groups in Step One.  

2.2 The regional workshop (“where to grow”) 

In response to the “hot button” growth issue, the Regional Workshop focused on 
“where to grow”. Organized as a game, the purpose of the workshop was three-
fold: 
1. To understand the complexity of thinking regionally, 
2. To gain “intuitive” public input on future growth and land consumption con-

siderations, and 
3. To prepare for future subcommittee work (e.g., developing the vision state-

ments, strategies, and principles that form the core of Vision 2030). 
The participants consisted of 65 stakeholders, including elected officials, planners, 
educators, citizen activists, staff from NGOs, and business leaders. Participants 
were divided into eight groups, each with a facilitator.  

As a first step, participants agreed on a percentage (average of all eight groups) 
of the region’s total land they would like to protect over the next 30 years, in addi-
tion to land already protected. The next step was to agree on a common set of cri-
teria, weighted differently by each of the eight groups, to help guide the choice of 
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areas to protect for the future (e.g., the creation of contiguous natural environ-
ments, protecting forest and trail areas, etc.). 

A three-foot by four-foot Geographic Information Systems (GIS) generated 
map of the region – which included layers delineating urbanized areas, areas al-
ready protected, agricultural areas, and unprotected land (e.g., forests, wetlands, 
etc.) – was overlayered (Fig. 2). Then each group was given green “chips”, each 
representing one square mile of land, and asked to place them onto areas on the 
map that the group believed should be protected. During a brief break, the results 
of each group’s approach to future land protection were hand-tabulated and a 
workshop average of protected land was calculated. The patterns of each group’s 
placement of chips were compared and discussed by the workshop participants, 
revealing an underlying consistency in the choices made by each group: on aver-
age, 12 percent of the land was inside Priority Funding Areas (PFAs) (areas in the 
five county region that receive State of Maryland incentives for new development 
in urbanized areas) and 88 percent was outside the PFAs. 

Fig. 2. A portion of the GIS generated map of the Baltimore region with one mile square 
grid overlay. 

The next step was to determine where growth might be located. The groups 
were given brown chips that represented the amount of land that would be needed 
to accommodate the region’s projected growth for the next 25 years (Fig. 3). In a 
similar way to the land protection exercise, the participants discussed and agreed 
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on criteria that they could use to guide their decision-making regarding where 
growth should occur (e.g., along transit lines in already developed areas, in unde-
veloped areas, near employment centers, etc.) Again, the results were tabulated, 
averaged, and discussed, and revealed a consensus for redevelopment rather than 
“greenfields” development. 

Fig. 3. Participants allocating the Baltimore region’s projected growth on the GIS map. 

The responses to the Regional Workshop “game” reflected consensus. Most 
groups chose to locate growth the region’s developed areas and protect land in the 
outer areas. The groups placed an average of 70 percent of the growth within the 
PFAs, 6 percent of the growth in greenfields outside the PFAs, and 24 percent of 
the growth in Baltimore City. 

2.3 The Regional Public Meetings (“how to grow”) 

Over a two-month period 17 facilitated Regional Public Meetings were held. Pres-
entations were made of prototypical development patterns, region-wide develop-
ment scenarios and the absolute and relative performance of each development 
scenario. Questionnaires were administered and small group idea sessions were 
conducted. 

The Oversight Committee and its Thematic Subcommittee identified and tested 
three development patterns, four future regional development scenarios, and per-
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formance indicators. The development patterns became the building blocks for 
these future regional development scenarios. Each scenario showed how the re-
gion would develop depending upon the allocation of the development pat-
terns/building blocks.  

The three development patterns reflected trends that were occurring in the Bal-
timore region as well as those emerging nationwide. Each had different implica-
tions for land consumption, housing types mix, and proximity to jobs, shopping, 
and entertainment. They were: 
1. Type A: Conventional development pattern in undeveloped land. This re-

flected a continuation of how the region had been growing with single-
family detached houses, shopping entertainment, and employment in auto-
centered malls (Fig. 4). 

2. Type B: Mixed-use walkable community on undeveloped land. This assumed 
the creation of more compact neighborhoods with a mix of housing types 
and nearby shopping, entertainment, and employment (Fig. 5). 

3. Type C:  Mixed-use walkable communities on redeveloped land. This also 
assumed the creation of more walkable compact communities but on rede-
veloped land (Fig. 6). 

Fig. 4. Type A: Conventional development pattern on undeveloped land. 
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Fig. 5. Type B: Mixed-use walkable community on undeveloped land. 

Fig. 6. Type C: Mixed-use walkable community on redeveloped land. 

Each building block or development pattern had the same goal: to accommodate 
1,000 households with supporting commercial, schools, and open space. This al-
lowed for “apples to apples” comparisons. 

Unlike the Santa Fe and Houston vision plans, Vision 2030 was not focused on 
a particular place or places in the Baltimore region but rather on public policy, 
which required a focus on places characteristic of the region. In fact, given the re-
gion’s emphasis on home rule (where each jurisdiction has land-use powers), it 
was critical that Vision 2030 not appear to be usurping local authority. Working 
collaboratively with the client, the ESC composited two characteristic places using 
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the five-county GIS orthophotographs and database: one with large tracts of unde-
veloped land and existing suburban and rural development patterns with the possi-
bility of “greenfields” development (Fig. 7) and another in an urbanized center 
with the possibility of infill/redevelopment (Fig. 8).  

Fig. 7. Composited existing suburban and rural development pattern representative of the 
Baltimore region. 

Fig. 8. Composited existing urbanized center development pattern representative of the Bal-
timore region. 
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Prototypical building types were created and introduced into the model devel-
opment patterns that were included in the regional scenarios. Each development 
pattern was designed in the composite (layout of blocks, lots, streets, uses, open 
spaces, distribution of building types, etc.) and modeled in three dimensions to re-
flect the architectural character of historic and contemporary buildings in the re-
gion. The real-time 3D/GIS environment allowed the client to view the develop-
ment patterns dynamically, to comment on the design of the development pattern, 
and to select views and real-time walk-through paths to be presented to the public 
at the 17 Regional Public Meetings. Because the development patterns were com-
posed of a kit-of-parts that ranged from the building to the block (with each block 
having different combination of lot sizes), the ESC was able to quickly and effi-
ciently respond in “real time” to subcommittee comments and suggestions in an it-
erative design process. 

With the 3D simulations and visualizations of the three development patterns 
validated by the Thematic Subcommittees, the three development patterns (Types 
A, B, and C) were then used to assemble the four regional development scenarios 
identified by Vision 2030. The scenarios accommodated the forecasted population 
and employment growth for the region by using the development patterns in dif-
ferent combinations. The four prototypical regional scenarios were: 
• Scenario 1:  Current trends and plans 
• Scenario 2:  Emphasis on road capacity 
• Scenario 3:  Emphasis on mass transit 
• Scenario 4:  Emphasis on redevelopment 
The compositing of development pattern types into scenarios is illustrated by 
comparing the mix of development types between Scenarios 2 and 3: 

Scenario 2 
Type A: Conventional development pattern on undeveloped land 75% 
Type B: Mixed-use walkable communities on undeveloped land 20% 
Type C: Mixed-use walkable communities on redeveloped land 5% 

Scenario 3 
Type A: Conventional development pattern on undeveloped land 25% 
Type B: Mixed-use walkable communities on undeveloped land 37.5% 
Type C: Mixed-use walkable communities on redeveloped land 37.5% 

The comparison of the four scenarios was analyzed through an enhanced ver-
sion of the Baltimore Metropolitan Council’s travel demand model (enhancements 
by Smart Mobility Inc.). Model enhancements included improved sensitivity to 
transportation infrastructure and land-use, and improved fit with observed traffic 
data and travel survey data. The four scenarios were translated into transportation 
analysis zones (“TAZ”) that were used to distribute the projected household and 
employment growth through the region. Distribution factors such as availability of 
land (for greenfield development only), vacancy rates for redevelopment, and 
proximity to public transit utilized GIS data and information derived from the 
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3D/GIS simulations and visualizations of the three development pattern types. 
Performance indicators (e.g. gasoline consumption, vehicle miles traveled, walk-
ing trips, transit trips, etc.) were used to quantify the performance of each of the 
four scenarios.  

The analysis revealed that the Current Trends (Scenario 1) and Emphasis on 
Road Capacity (Scenario 2), would result in vehicle miles of travel and gasoline 
consumption that were three to four times greater than Emphasis on Mass Transit
(Scenario 3) and Emphasis on Redevelopment (Scenario 4). The reason is that 
driving trips would be shorter as a result of a compact land-use pattern and the 
concomitant larger number of walk and transit trips. Further, the Emphasis on Re-
development scenario performed particularly well because the region has a signifi-
cant potential for redevelopment in areas close to the region’s core. 

The three development patterns (Types A, B, and C), the four regional devel-
opment scenarios and the scenarios’ performance as measured by the indicators 
were all presented at each of the 17 Regional Public Meetings, in conjunction with 
a questionnaire (entitled “Choices for the Future”) that focused on the regional 
scenarios. The questionnaire presented a number of quality of life and transporta-
tion indicators related to the four prototypical regional development scenarios. 
Participants were first asked to select the scenario that they preferred according to 
the effect each had on each indicator. For example, the indicator “acres of new 
land consumed by development from the year 2000 to the year 2030” had a range 
of 41,242 acres to 138,316 acres, depending on the scenario. 

The four scenarios and the performance indicators represented “what ifs”; hy-
pothetical situations that were intentionally designed to offer a wide range of 
choices. Their abstraction, particularly when expanded to the five-county region 
was made palpable by the simulations and visualizations that employed 3D mod-
els and eye-level walk-throughs (Figs. 9a,b). They communicated to the public the 
question: “If you think or prefer this, then this is probably the kind of place that 
will result; is this acceptable?” The simulations and visualizations were compel-
ling and, in conjunction with the performance indicators, provided the comfort 
level the respondents needed to complete the questionnaire. The results demon-
strated overwhelming support for the Emphasis on Redevelopment and Emphasis 
on Mass Transit scenarios, both of which consumed less than half the amount of 
land in accommodating future growth as opposed to the other two scenarios. 
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Fig. 9. a)b) Two snapshots from the eye-level real time walkthrough simulations 
of the mixed-use walkable community on redeveloped land where a) shows exist-

ing conditions and b) redevelopment. 

a)

b)
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The ways in which the simulations and visualizations were used in Vision 2030 
were a function of the scale of the community participation in the process in a 
five-county region. When working with the Oversight Committee’s Thematic 
Subcommittee the participants had an opportunity to work in the real-time 3D/GIS 
environment Similarly, the Regional Workshop, with its groups of eight partici-
pants, allowed for direct participation in the workshop. The results of the “where 
to grow” and “how to grow” workshop and meetings needed to be presented to the 
region’s constituency where they lived. By definition, the Regional Public Meet-
ings could not be “hands on” in terms of determining or even changing the con-
tent, but rather were designed to take the pulse of the community, to register their 
response to a series of scenarios from which they were asked to choose. Given the 
possibility of checking “none of the above” it was clear that the public outreach 
and communications effort, the simulations, visualizations, and indicators of the 
development patterns and scenarios, and the iterative nature of the process (that at 
key points attempted to validate positions taken at that time in the visioning proc-
ess) were effective at keeping people both informed and involved. 

To insure the credibility of the Vision 2030 results, the core values and key 
strategies of the team were tested in a random regional phone survey. The survey 
focused on four primary goals: to understand which Vision 2030 issues were “hot 
button” issues for the region’s residents, to test the degree to which the core values 
that came out of the visioning process resonated with the public, to compare re-
gional attitudes to those nationally, and to derive a demographic and profile of 
residents across issue areas. The 1,200 random telephone interviews insured that 
there was a large enough number of interviews in each of the region’s jurisdic-
tions. The telephone survey validated the results of the visioning process, indicat-
ing that the region’s citizens have a strong environmental ethic, are concerned 
about growth and sprawl, believe that there should be a balance between economic 
development and environmental protection, and have a heightened concern about 
traffic and congestion. Interestingly, notwithstanding the residents’ support for 
public transportation, it would require a cultural shift of the respondents to actu-
ally use public transportation, assuming an adequate system was in place. Public 
participation in planning decisions was a mid-tier concern among those inter-
viewed, although the interest in “encouraging public participation” was greater 
than “developing regional cooperation” and “coordination among the region’s 
communities and counties”. This revealed one of the problems facing regional 
planning: creating a regional identity that the residents could relate to.  
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3. Southwest Santa Fe 

3.1 Southwest Santa Fe City/County Master Planning Initiative 

The objective of this 25-week study was to develop a public participation process 
which would yield a policy framework for future development (a “vision plan”). 
The study was seen as the first step in the formulation of a master plan with corre-
sponding development regulations that would implement the policy framework es-
tablished by the vision plan. 

Unlike Baltimore’s Vision 2030, “the issue of “where to grow” was explicit, in 
that Southwest Santa Fe was, realistically, the only area left to accommodate 
growth within the City of Santa Fe. In fact, this area was already growing rapidly, 
if not chaotically, and all indications were that development pressure would con-
tinue. Southwest Santa Fe was at a crossroads. It could continue to develop as an 
entirely auto-dependent “suburb” of anonymous strip malls and “adobesque” 
gated communities or it could grow in a way that was sympathetic to Santa Fe’s 
historic development pattern (Reps, 1979; Longo 1996), considered the values of 
the existing population, and conserved the high desert landscape. Hence, the pub-
lic participation processes focus was on “how to grow”.  

3.2 Methodology/process 

While the vision plan was to be a policy document, its focus was on a clearly 
delineated and hotly contested area in which existing residents had a clear, if not 
personal interest that resonated Appleyard’s comment: “Planning is not only tech-
nical but value and identity based”. Because the study area was in their backyard, 
passions ran high. If consensus was to be achieved to guide the area’s future, the 
process needed to be inclusive, open, and informative. Most importantly, the vi-
sion plan needed to incorporate the values of all the participants and establish an 
area identity that all could support, relate to, and implement; that is, to find com-
mon ground. 

The process that was designed to identify a vision for the Southwest Santa Fe 
area consisted of three sequential steps, each of which involved public participa-
tion, review, comment, and decision-making. The steps were: 
1. Identify three prototypical areas where principles and possible development 

scenarios could be developed and applied to similar parts of the study area. 
2. Develop land-use and urban design alternatives, including:  

− Identifying local patterns and conventions of development, 
− Translating those patterns and conventions into the development of 3D 

building blocks,  
− Extracting development principles from the building blocks, and 
− Applying the building blocks to each of the three prototypical areas. 
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3. Test the land-use and urban design alternatives and present them to the resi-
dents, the general public and the stakeholders in addition to the monthly 
meetings with the plan’s Steering Group. 

The following paragraphs explore the role of simulation and visualization 
throughout the visioning process, with a focus on creating the “building blocks”, 
principles, and the planning area GIS for the three planning areas, and explains 
how they were used in the public review and decision-making process 

The principle advocate for the stakeholders, the existing residents, and the 
NGOs was the Steering Group. This 28 member committee was continuously in-
volved in all aspects of the process, meeting monthly with the consultants. They 
participated in the process of developing land-use and design alternatives for each 
prototypical area. The process included identifying recurring patterns of develop-
ment, translating those patterns into development building blocks, and applying 
the building blocks to the prototypical areas of “New Development”, “Corridor 
Development”, and “Rural Protection”. 

Places to a great degree derive their character from conventions or patterns that 
are implicitly agreed upon by the community. Two examples are the more or less 
uniform setback of houses in New England, or the diversity of fences and walls 
that enclose the front yards of Santa Fe’s houses. The patterns used by the ESC to 
design the building blocks derived from historic Santa Fe and from the planning 
area itself. Over fifteen large and small recurring patterns or urban design conven-
tions in historic Santa Fe were identified. 

The next step was to translate local patterns into digital 3D building blocks 
(blocks and lots consisting of houses, sidewalks, street widths, and on-street park-
ing). The building blocks became the basic components used in developing the vi-
sion for each of the protypical areas. For example, for the New Development pro-
totypical area building blocks included a variety of blocks and lots representative 
of Santa Fe, a hierarchy of streets, sidewalks and traffic calming devices, linear 
parks (based on the land subdivision of narrow long lots) and squares, mixed-use 
commercial buildings, and residential buildings. A draft of the 3D building blocks 
was presented to the Steering Group for its review and comment. Each block was 
reviewed individually and as aggregated patterns in the real-time 3D model.  

The hierarchy of new streets and block sizes was reviewed in its entirety and as 
individual components, which determined each street’s width, design speed, side-
walks and on-street parking patterns. Because safety of pedestrians (and particu-
larly children) was one of the overarching themes that emerged from the stake-
holder meetings and focus groups, the Steering Group carefully scrutinized the 
components prepared by the consultant team. Each street type, from alley to col-
lector street, was modeled in 3D using the building blocks based on historic street 
widths in Santa Fe. The Santa Fe Department of Transportation standard issue 
street widths were also modeled for comparison. 

The street patterns and widths were thoroughly discussed and voted on, and 
each street was assigned a grade based on comfort level (Fig. 10). With this input 
the Steering Group reduced the number of street types. Not all street patterns and 
building blocks survived the scrutiny of the Steering Group; in some cases they 
were modified to better match local conditions (as in the case of the commercial 
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building whose height was reduced from three to two stories). In other cases, 
components were rejected as inappropriate for Santa Fe. 

Fig. 10. Example of neighborhood street type with characteristics, visual simulation using 
the Santa Fe “Building Blocks”, and participant votes. 

As the planning process proceeded, the individual building blocks were aggre-
gated into development scenarios and reviewed by the Steering Group. The build-
ing blocks were applied to the prototypical areas using a GIS-based existing con-
ditions 3D model of the three prototypical areas to show how they might go 
together to create a neighborhood, a mixed-use commercial area, or a development 
pattern in low-density rural protection areas. 

Fitting the building blocks and land-use patterns to existing conditions demon-
strated how the areas could develop incrementally and inclusively. The simula-
tions and 3D visualizations were not meant to be finished, static designs rigidly 
applied, but rather used to illustrate how the building blocks might be organized to 
show a possible, but by no means singular end result (Fig. 11).  
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Fig. 11. Integrating the building blocks with existing land-uses and development. The 
measurements indicate walking distances. 

The next step was to extract the development principles implicit in the devel-
opment scenarios reviewed by the Steering Committee. Ten development princi-
ples were identified as representing the community core values. Each principle 
lists the action necessary, and the combination of building blocks required, to real-
ize its intent. The principles generalized the results of the process, making the 
principles and the building blocks applicable throughout the entire planning area, 
rather than being limited in their application to a specific site or location within 
the prototypical area.  

At the Public Forum each of the principles and corresponding combinations of 
building blocks were presented and discussed individually. To help the public bet-
ter understand what kind of neighborhood would result if the principles were im-
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plemented in the aggregate, the ESC created a representative portion of a proto-
typical mixed-use neighborhood using the building blocks (a “cluster”). The clus-
ter allowed the ESC to simulate – at eye level and in real-time within the context 
of the 3D model – what it would be like to leave your house in the morning, walk 
to the daycare center to drop off your child, pick-up a snack at the corner deli, and 
get on your bicycle and ride along the linear park to work at the commercial center 
(Fig. 12).  

Fig. 12. An eye level visual simulation of a mixed use neighborhood and linear trail park. 

The real-time walk-through was very effective in conveying to the public the 
future identity of Southwest Santa Fe. The real-time 3D model also made it possi-
ble to respond to requests to walk down other streets or what it would look like 
from someone’s front yard. Being able to be “in the model” and to make choices 
was critical to engendering a spirited discussion of the pros and cons of the princi-
ples. 

After considerable discussion, the Public Forum’s participants were asked to 
rank the principles on a scale ranging from 1 (indicating the lowest level of sup-
port) to 5 (indicating the highest level of support), and an average score for each 
principle was tabulated. For example, Principle 5 (“Neighborhoods in Southwest 
Santa Fe should have a variety of lot sizes and building styles to allow for eco-
nomic diversity, affordability and an inclusive community”) received 4.13 out of 5 
points. All ten principles received “strong” to “very strong” support at the Public 
Forum. 
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To increase public input, the designs and concept for Southwest Santa Fe were 
further reviewed and scrutinized through seven small scale workshops with 
neighborhood associations and professional groups and through a survey widely 
distributed to residents, business owners, students and others throughout the plan-
ning area. 

The second of the Community Choices Workshops presented the emerging 
community consensus around the principles for the three prototypical areas. Up to 
this point density had not been mentioned. As in Baltimore it was critical for the 
methodology to separate “what we want” from “how we get there”. This is critical 
to the visioning process, so that the vision is not compromised and consensus is 
built to support implementation. For example, Principle 5 (“Neighborhoods in 
Southwest Santa Fe should have a variety of lot sizes and building styles to allow 
for economic diversity, affordability and an inclusive community”) is extremely 
difficult to achieve in new developments and communities due to bank lending 
preferences (where economic stratification is preferred), zoning regulations (that 
set minimum lot and house sizes), and difficulty marketing the development to a 
public that has an expectation of uniformity. Simulations and visualizations were 
done that showed “apples to apples” comparisons of a neighborhood where each 
block had the identical lot and house size, and another where the same number of 
lots and houses were randomly mixed on each block. The latter was closer to a 
typical Santa Fe neighborhood that has developed over time (not “cookie cutter”, 
regimented or stratified economically). This principle was one of the highest 
ranked, notwithstanding its difficulty of being achieved, only because implemen-
tation was not to be considered in the voting. The same was true with density. 

During the visioning process density was not discussed because density per se 
is not a principle but rather a means, and not an end in and of itself. Instead of the 
abstraction of density numbers (e.g., dwelling units per hectare), building blocks 
that encapsulated the public’s value system were used to design the new neighbor-
hood the public wanted. The translation of the building blocks into principles was 
the process of extracting policy from the design of the neighborhood place. Used 
this way, the simulations and visualizations supported design “as inquiry” rather 
than “as a product”. 

With consensus on the principles achieved, the next step was to explain how 
density would help achieve the vision plan. The visualized and simulated 
neighborhoods could be developed at different densities, all meeting the same 
amount of anticipated future growth. To help the community understand how 
much of undeveloped Southwest Santa Fe would be needed to accommodate fu-
ture growth, the consultants used Santa Fe’s GIS. To get a general “feel” for den-
sity, a figure/ground map was created of the historic core of Santa Fe and super-
imposed on Southwest Santa Fe adjacent to a mobile house park that occupied the 
same amount of land. This demonstration was an “eye-opener”. One was a com-
plete world and the other…just a mobile home park. In addition, by utilizing the 
GIS building footprint areas and parcel maps, existing densities of representative 
neighborhoods, well known to the participants, were calculated, visualized, and 
used to inform the discussion of density. 
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The effects of density (or the lack thereof) on the consumption of land was 
demonstrated by the use of GIS-based dynamic maps and charts that graphically 
delineated the amount of land needed to meet the area’s projected housing needs 
at existing zoning density (3 dwelling units per acre), and 5 and 8 dwelling units 
per acre (8 dwelling units per acre being the density of Santa Fe’s historic core). 
These maps and charts, in combination with the 3D model that represented the 
proposed prototypical development types, effectively conveyed both the quantita-
tive and qualitative effects of development at “sprawl” and “urban” densities 
(Figs. 13 a,b,c). 

a)
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Fig. 13. Land consumption to meet projected housing needs at a) 8 dwelling units per acre, 
b) 5 dwelling units per acre, and c) 3 dwelling units per acre. 

b)

c)
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What became instantly clear was that at current zoned densities all available 
land, including land fronting the Santa Fe River, would be developed in contradic-
tion to the agreed upon principles. The amount of land consumed at the levels of 5 
and 8 dwelling units per acre was also visualized and consensus was reached on a 
density of over 5 dwelling units per acre (or almost twice the current zoned den-
sity). Without having first developed the vision for Southwest Santa Fe through 
simulation and visualization, it is highly unlikely that the community would have 
supported doubling the density, and no less have considered it.  

Given the focus on land-use and urban design, GIS simulations and 3D visuali-
zations were vital to the entire project. They were used at Steering Committee 
meetings and public workshops to validate perceptions, test ideas, understand al-
ternatives, formulate the principles that would become the backbone of the area 
plan, and to develop recommendations for implementation. The use of a real-time, 
data-rich interactive 3D environment to explore values and ideas as an integral 
part of the decision-making process resulted in high confidence that “what they 
meant is what they will get”. The real-time 3D models went beyond abstractions 
such as FAR (Floor Area Ratio – a poor indicator of density and/or intensity of 
use, found in most American zoning regulations) and provided the experiential ba-
sis to discuss in concrete terms the kind of place the residents and stakeholders 
wanted. 

4. Near Northside, Houston 

4.1 Near Northside Economic Revitalization Planning Process 

The Near Northside Economic Revitalization Plan was initiated by the City of 
Houston. A local firm, Webb Architects and Associates (Webb Architects) was se-
lected to prepare the plan that included the work of two parallel efforts: The Hous-
ton Neighborhood Market Drill Down conducted by Social Compact Inc. (retail 
market study of the bargaining power of Houston’s inner-city neighborhoods) and 
“Community Preferences” workshops conducted by the ESC. These efforts led to 
the implementation of urban design guidelines for the Near Northside community. 
This case study focuses on work with the Near Northside community, Houston’s 
Department of Planning and Development, and their consultants. 

The following plan for the Near Northside, like many such plans, has 
many facts, figures, and maps.  But behind these lies a vision for how a 
neighborhood might grow and develop.  A vision not developed by city 
planners or outside consultants though such individuals played a vital 
role in development.  Rather, it is a vision for a neighborhood developed 
by that very neighborhood. Through countless steering committee meet-
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ings and public sessions over a year’s time, community members devel-
oped this plan.  It is their plan for their neighborhood.  
Gabriel Vasquez, Council Member, District H (Northside Village Economic 
Revitalization Plan, June 2002) 

The Near Northside, located adjacent to Houston’s Downtown, is a predomi-
nantly Latino, yet diverse neighborhood, and is one of two neighborhoods in 
Houston selected for HUD’s Community Technology Initiative in 2001. One of 
the primary objectives of the Initiative was demonstrating the role simulation and 
visualization could play in helping communities collaboratively plan and reach 
consensus on their future.  An essential part of making the initiative sustainable 
was technology transfer. Houston’s Planning and Development Department staff 
was trained in the use of visualization software and most importantly, its applica-
tion in future community-based visioning and planning workshops (Illus. 20). 

4.2 Organizational structure 

A Steering Committee of community stakeholders was established to provide 
community input, act as a sounding board, share their intimate knowledge of the 
community with the consultants, and review the work of the consultants. The 
Steering Committee met frequently over a nine month period; members included 
neighborhood civic associations, neighborhood service organizations, the school 
district, business associations, local development corporations, and property own-
ers. A separate Advisory Committee provided input from governmental agencies.  
In addition, three community-wide workshops were held. All meetings and work-
shops took place in the Near Northside neighborhood.   

4.3 Methodology 

The overall plan’s methodology/ process was somewhat compromised by a series 
of factors that made coordination and, at critical moments, collaboration between 
the three consultants difficult. Because each consultant was funded by a different 
source, whose objectives and timing were not always consistent with the general 
goals of the revitalization effort, coordination suffered. For example, the ESC’s 
work focused primarily on the commercial corridors, and in the best of worlds 
should have reflected the market potential of the neighborhood to attract and sup-
port a broader range of services and retail than currently existed. Unfortunately, 
the market work done by Social Compact, Inc. came too late in the process, fo-
cused only on neighborhood buying capacity (to the exclusion of neighborhood 
demand for goods and services), and was not designed to provide information 
such as how much additional commercial space the neighborhood could support. 
As a result it was not particularly useful in formulating the development scenarios, 
simulations, and visualizations. To complicate matters, the consultants did not be-
gin their work in unison, making coordination, the sharing of information, and the 
development of an integrated process difficult. Notwithstanding the hurdles, the 
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collective efforts of the consultants, the Steering Committee, the Advisory Com-
mittee, Houston’s Planning and Development Department staff, and the Near 
Northside community led to the adoption and implementation of the vision plan. 

Interviews were held by Webb Architects with property owners and other 
stakeholders rather than groups. The difference between interviews and a group 
discussion is that with interviews the participants are not engaged in a dialogue. 
This had the unfortunate result of sustaining often contradictory, mutually exclu-
sive expectations rather than achieving consensus, both in terms of content and 
process. 

Three community-wide workshops were held. Initially, there were to be two, 
but for reasons to be explained below, an additional workshop was required. The 
first workshop was held about a month before the ESC’s contract with the City of 
Houston took effect and, as a result, was without input from the ESC. Over 100 
people participated in a facilitated process that identified issues, problems, and as-
sets, and a question-and-answer session. 

The second workshop, held about two months later, was keyed to ensuring that 
the consultant team was on-target regarding community issues, transportation, 
strategies for change, and concepts for new development. The ensuing discussion 
clearly revealed deep flaws in the Webb Architects-led process. Expectations were 
high and frustrations deep, because the workshop was virtually all presentation 
with little time for discussion. The ESC was asked to simulate and visualize the 
development implications of a commercial corridor, with and without the pro-
posed light rail system. The real-time simulations and visualizations were misla-
beled and introduced by Webb Architects at the end of a three-hour meeting as the 
“virtual reality tour” of future corridor development. When confronted with possi-
ble development scenarios in real photorealistic 3D, which they had no role in 
formulating, the participants were outraged. They were frustrated because they felt 
that they were being asked to choose a development alternative, notwithstanding 
that the simulations and visualizations raised substantial questions about the val-
ues, future, character, and identity of the Near Northside neighborhood. 

What became clear in the ensuing confrontation was that the community as-
sumed that the ESC’s visual simulations were being used to sell a conclusion 
rather than inform and engage the citizens in developing their vision for the 
neighborhood. Moreover, while the ESC envisioned the simulation and isualiza-
tions as the beginning of a PROCESS to stimulate discussion, the community 
REGARDED them as product of a process in which they had not role. The Webb 
Architects process/ methodology had misinformed the community about the way 
simulations and visualizations were to be used to help the Near Northside commu-
nity develop its vision. Once the mismatch was identified, the Steering Committee 
and Near Northside community decided to start over and hold another workshop. 
It is this last workshop that is discussed in more detail. One lesson learned is that 
people take visual simulations literally.  The second is how threatening simula-
tions and visualizations can be when presented out-of-context and without a clear 
explanation of how they will be used in the planning process.
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4.4 Focus on simulation / visualization 

The neighborhood’s second public workshop focused on presenting the polices 
and programs formulated in response to the first workshop, but failed to address 
the issues of values and identity – the character, look and feel, and sense of place. 
The Webb Architects process was a traditional planning process of identifying 
what needed fixing, a litany of policies and programs, and a grab-bag list of every-
thing from a department store to repairing sidewalks. Many of the community-
suggested policies and programs were often mutually exclusive or contradicted 
other community objectives. Moreover, and this is where the community’s outrage 
emerged, there was no attempt to reconcile the inconsistencies and contradictions, 
nor to give form and reality to these policies by translating them into a 3D repre-
sentation of the neighborhood using visual simulations. 

This is exactly what the ESC did. Taking the policies, words, numbers, and 
wish-lists, the ESC gave them physical form, illustrating their implications, and 
asked, “This is what you said, is this what you mean?” For example, in the case of 
the light rail alternative for the Irvington Commercial Corridor, the recommenda-
tions included: 
• an intermodal garage for commuters working downtown, 
• densities needed to support light rail, 
• mixed-use development that included the introduction of new building types 

into the neighborhood, and  
• attracting a large chain store typically found in shopping malls. 
The ESC’s real-time visual simulations of three light rail development scenarios 
from moderate to high density – by Houston neighborhood standards) showed 
radical change. The development scenarios were based on discussions with Webb 
Architects regarding the results of the first workshop and the level of consensus 
reached on both program and community identity. Given the response to the simu-
lations and visualizations of the three development scenarios, it was clear there 
was a considerable gap in perception and expectations between the community 
and Webb Architects. The jump from the programs and policies to physical design 
appeared to be a disconnect in the process. First, the simulations and visualiza-
tions, by necessity, involved making design decisions, many of which were fun-
damental, that assumed a value system and (possibly implicit) identity that had not 
been explicitly discussed with the Near Northside community. Second, poor man-
agement of time and lack of clarity of purpose by Webb Architects at the work-
shop resulted in a limited time to discuss the issues related to each development 
scenario, and led to the high level of community frustration.   

As a result, a Community Preferences Workshop was added. Its purpose was 
five-fold: 
• Reach agreement on the community values and sense of its identity (where it 

is and where it wants to be); 
• Help the community understand the rules of the game such as the City of 

Houston development regulations; 
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• Translate the policy and programs presented at the proposed second work-
shop into a series of principles that would profoundly affect the way the 
Near Northside neighborhood developed; 

• Understand the community’s perception of itself as it currently exists; and 
• Comprehend the implications of light rail on future development.   
In order to both reveal and test the community’s perceptions of itself, its common 
values,  and sense of identity, the ESC focused the Near Northside community’s 
workshop on combining a cognitive mapping narrative exercise and 3D simula-
tions and visualizations. The mapping narrative approach was employed rather 
than a questionnaire, so as not to restrict or channel the residents’ responses. 
Members of the Steering Committee were given a “brief” that was distributed to 
their constituency. The brief asked each participant to describe through words and 
images his or her daily experience (Fig. 14). The approach was purposely open-
ended, leaving the length, format, and organization to the individual.  Themes that 
had emerged in prior workshops (e.g., walkability, pedestrian-friendly, shopping, 
housing, landscaping, etc.) were mentioned in the brief, but were not required to 
be referred to in the narrative (Portugali, 1996). 

Fig. 14. “Narratives” describing a participant’s daily experience and their interpretation. 

The narratives were then interpreted for environmental images.  Not surpris-
ingly, the environmental images of the residential areas were generally positive 
while those of the daily shopping experience were uniformly negative. The narra-
tives revealed that shopping was generally done on foot rather than by automobile, 
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in part because of the Latino culture and economics (where most families had one 
car that was used to get to work in Houston’s decentralized environment). As a re-
sult, in the Near Northside neighborhood, walking to reach destinations within the 
community is a way of life. While the narratives identified many strong service 
and retail destinations, they are dispersed, making them difficult to access on foot. 
Furthermore, the character of existing development is suburban and based on the 
automobile. The narratives noted the unpleasantness of negotiating curb cuts, 
parking lots, and discontinuous sidewalks. They also discussed the lack of shade 
(e.g., from trees), security (e.g., from lighting), and a place to sit (e.g., from street 
furniture). Implicit in the narratives was a desire to concentrate and connect com-
patible activities. How these objectives would be achieved, given form, and agreed 
upon was the goal of the Near Northside Community Preferences Workshop. 

In addition to interpreting the narratives, the ESC produced a set of graphics, to 
explain the relationship between Houston’s parking requirements for specified 
land-uses, and a photo-realistic real-time 3D digital model to simulate and visual-
ize potential development in the commercial/residential areas, with and without 
the introduction of the light rail (Figs. 15 a,b). The 3D model was disaggregated 
into its constituent components (buildings, parking, streetscape, etc.) creating a set 
of building blocks that could easily be assembled and re-assembled to represent al-
ternatives. The photo-realistic 3D models of retail, office, restaurants, and housing 
used typical Houston building types, for purposes of familiarity and local context 
to the participants. The buildings used represented an array of types, sizes, uses, 
and densities. Photographs of the buildings were texture mapped on the 3D mass-
ing model of the building. The use of familiar buildings avoided the issue of archi-
tectural design, since the workshop was focused on urban design and the siting 
and configuration of open/ public spaces and the location of parking. The work-
shop was concerned with principles leading to the formulation of urban design 
guidelines, rather than a particular design solution (which in any case is virtually 
impossible in Houston’s regulatory and development culture). As a result, a repre-
sentative section of blocks, including residential blocks, were selected for simula-
tion and visualization. 

The choice of a real-time environment allowed the ESC to simulate a pedes-
trian’s experience of walking from a house to the commercial corridor. It also 
served the additional purpose of building confidence in the openness of the work-
shop process, since a participant could locate themselves anywhere in the 3D 
model rather than be limited to either static images or animations, where the view-
ers’ path and focus are predetermined. It was important that the participants saw 
the 3D digital model as support for decision-making rather than as a means to ma-
nipulate decision-making. 

At the workshop, the ESC presented its interpretation of the narratives and how 
they informed the design of the workshop, and the issues to be discussed and acted 
upon. The validation of the ESC’s interpretation interpretation of the narratives, 
and their translation into a series of issues dealing with connectivity, continuity, 
and compatibility was critical to the workshop progress. Without validation by the 
community, the workshop would have been redirected to better understand the 
meaning of the narratives. As a methodology for understanding environmental im-
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ages, the narratives proved to be, according to the participants, a non-threatening 
and non-manipulative means of inquiry. 

The visualization of Houston’s parking requirements proved to be an eye-
opener for the participants. By visualizing the area of a typical block in the Near 
Northside neighborhood, consumed by a single land-use and that use’s required 
parking, it became instantly clear what the implications of the parking require-
ments meant in terms of compact, walkable commercial district. While the devel-
opment rules were done in the abstract, a single use at a time, the rules were used 
in the simulations and visualizations to accurately reflect the reality of the regula-
tions. 

An additional “reality test” was the simulation and visualization of what are 
called “big box” uses such as mall-style department stores. While many residents 
articulated a desire to have one or two in the neighborhood, their sheer size, the 
amount of parking, and the servicing requirements raised issues regarding pedes-
trian access, traffic and conflicts with the bordering residential use. Moreover, 
there were only one or two blocks within the neighborhood commercial areas that 
could accommodated a big box store. The simulations and visualizations added 
clarity and substance to the discussion. 

Each of the objectives were simulated and visualized using the same set of 
building blocks, allowing the residents to better understand that, all things being 
equal, the location of buildings and parking lots on a block greatly affect the pe-
destrian’s experience. In addition, the possible introduction of light rail in the area 
also raised substantive issues, such as whether or not to “hold the corner” with a 
pedestrian-oriented building activity, or allowing parking lots to be located at the 
corners. Typically, a business-as-usual scheme (i.e., automobile-oriented, with 
parking lots in front of buildings) was contrasted with one that was pedestrian-
oriented (i.e., parking lots behind or next to buildings), all other things being equal 
(Figs. 15 a,b). 
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Fig. 15. Snapshots of ‘apples to apples” 3D visual simulation of equivalent development 
along the Irvington Corridor indicating pedestrian friendly versus automobile friendly de-
velopment patterns as experienced by a pedestrian. 

a)

b)
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Each of the objectives was presented in side-by-side comparisons as well as in 
synthesized virtual reality walk-throughs. Interestingly, the side-by-side compari-
son allowed for a sophisticated discussion of urban design principles and aesthetics 
based on the participants’ analysis of their alternatives relative to whether and why 
they were auto-centric versus pedestrian-centric. What became clear as the work-
shop progressed was that, all other things being equal, the siting of buildings and 
parking lots either favored the driver or the pedestrian. This became a fundamental 
choice that participants were asked to vote on. The question was posed as an “ei-
ther-or” or “both-and” set of choices. The final vote unanimously favored a 
neighborhood whose identity was shaped by the pedestrian experience and the po-
tential of light rail.   

The next step for the consultant team and Houston’s Planning and Development 
Department was the translation of the workshop findings/points of consensus into 
design guidelines to implement the vision. Participants emphasized the power of 
three dimensional computer images of the place, both static and dynamic, to effec-
tively guide the discussion and lead to future development that is consistent with 
the communities’ values and identity. 

5. Conclusion 

All three vision plans were ultimately about people and placemaking. It is here 
that simulation and visualization played a significant role by supporting physical 
design as a form of inquiry. In this modality, design is a means rather than an end 
in itself. Unlike the traditional planning linear hierarchy, where physical design 
follows or illustrates policy, physical design is policy. 

In the three case studies the use of digital simulation and 3D visualization greatly 
enhanced the public decision-making process and building community consensus 
when they were an integral part of the planning and visioning process in two fun-
damental ways. First, the visual simulations were not used to “sell the plan/vision” 
but as a means to enhance the democratization of planning, by using the technology 
to inform the plan’s creation by the participants throughout the decision-making 
and consensus-building process. Second, the technology was used to help citizens 
create liveable and sustainable places by making concrete the abstractions of sce-
narios, public policies, and the like through 3D models that palpably represented the 
place(s) that would result from their implementation.  Unlike maps and physical 
models, participants could place themselves in the 3D models and randomly walk 
through them at eye level, as well as query the underlying data.  Moreover, the vis-
ual simulations were used iteratively, responding to participant’s suggestions. The 
3D models were quickly modified and new scenarios created, visually simulating 
policies and scenarios before they are implemented to ensure that -- to quote Dr. 
Seuss’s Horton the elephant -- “I meant what I said and I said what I meant.” 

The Baltimore Vision 2030 demonstrated that digital simulation and 3D visu-
alization could be applied to help a regional citizenry, living in cities, towns and in 
rural areas, to determine the future of their region, by evaluating the implications 
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of a range of agreed-upon growth patterns and scenarios. The Master Planning Ini-
tiative in Santa Fe was also faced with a question of “how to grow”, but in the 
much more limited geography of a new district in Santa Fe. There, the visual 
simulations played a critical role in formulating the development principles that 
would guide future growth, achieve consensus, and provide the foundation for the 
design of zoning regulations consonant with the community’s vision. The experi-
ence of the Near Northside Economic Revitalization Planning Process demon-
strated the role simulation played in creating a new neighborhood identity based 
on enhancing the pedestrian’s walking experience and the support of light rail in a 
city reliant on the automobile. It also showed how the process can go awry when 
the use of visual simulation has not been carefully integrated in the public partici-
pation and decision making process. In each case study physical design, mediated 
through visual simulation, was employed to assist citizens better understand their 
own values and sense of individual and group identity, stimulate informed discus-
sion about design and placemaking in concrete terms rather abstractions, and lead 
to community consensus. 
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Notes 

The core technology employed by the ESC was ArcViewGIS, a spatial database 
whose output is typically expressed in maps, charts, and tables, none of which by 
themselves either resemble the world of everyday experience nor are easily acces-
sible to lay people. It is axiomatic that people experience the world in three-
dimensions, in time, and in motion. In response to this need the ESC has devel-
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oped software and applications that seamlessly integrate words, numbers, maps, 
and images in a real-time 3D environment (e.g., CommunityViz™). Further, the 
tools have been designed to support both deductive reasoning (analysis) and in-
ductive reasoning (design, what ifs).  

Vision 2030: Shaping our Region’s Future Together background 

Vision 2030: Shaping our Region’s Future Together was an initiative of the Bal-
timore (Maryland) Regional Transportation Board of the Metropolitan Planning 
Organization for the Baltimore region. Additional support was provided by the 
Baltimore Metropolitan Council, a private non-profit regional planning agency 
and the Baltimore Regional Partnership, an alliance of civic and environmental 
groups that share a common agenda of enhancing quality of life through commu-
nity revitalization and environmental protection. 

ACP –Visioning and Planning (ACP) with its expertise in conducting regional 
visions was the lead consultant. The ESC was a member of the ACP team of five 
subconsultants. 

Southwest Santa Fe: City/County Master Plan Initiative background 

The study was initiated by the Santa Fe City Council. Subsequently, after discus-
sions with the County and members of the public, the planning area was expanded 
to coincide with the area undergoing development pressure. The Southwest Santa 
Fe Planning Area falls within both City and County jurisdictions and, as a result, 
two entirely different sets of land development regulations. A Steering Group, rep-
resentative of the Southwest Santa Fe community, provided project oversight and 
the Planning Department of Santa Fe provided logistical and technical support. 

The prime consultants were ACP and the ESC. Local consultants contributed 
their knowledge of the Santa Fe region and assisted in the implementation of the 
public outreach and participation program. 

Near Northside Economic Revitalization Planning Process 
background

The Near Northside Economic Revitalization Planning Process was an initiative of 
the City of Houston.  It was supported by grants from the Federal Highway Admini-
stration (FHWA), U.S. Department of Housing and Urban Development (HUD), 
and the Main Street Revitalization Project, with contributions from Avenue CDC, a 
local community development corporation. The prime consultant, Webb Architects 
Associates was selected to prepare the plan. The work also encompassed two other 
parallel efforts: 1) the “Houston Neighborhood Market Drill Down” by Social 
Compact Inc, and 2) the Community Preferences Workshops, conducted by the 
ESC and funded by HUD’s Community Technology Initiative grant. 



Planning Support Systems Evolving: When the 
Rubber Hits the Road 

Richard K. Brail 

I study nuclear science 
I love my classes 
I got a crazy teacher 
He wears dark glasses 
Things are goin' great 
And they're only gettin' better 
I'm doin' alright 
Gettin' good grades 
The future's so bright 
I gotta wear shades 
Pat MacDonald, 1986  

Abstract. Planning support systems (PSS) have moved from concept to application. 
One of the core assumptions of PSS is that these computer-based systems can be applied in 
actual planning situations and found useful as decision support tools. Based on previous 
experiences with applied computing efforts, we need to think carefully about how best to 
support successful implementations of PSS.   Lessons can be learned from both experiences 
with large-scale urban models and with the four-step urban transportation planning process. 
We examine the potential of PSS across four dimensions – data availability, acceptance and 
support, ease of use, and appropriate and useful output.

1. Introduction 

This is an exciting time for simulation modeling and visualization tools in plan-
ning and public policy. Planning support systems (PSS) have moved from concept 
to application. Is this future so bright that we need to buy those shades? This paper 
will explore the potential for PSS, assessing the need to visit the nearest kiosk. 

Described by Klosterman as a “fully integrated, flexible, and user-friendly sys-
tem,” PSS would assist the planner in selecting and applying appropriate projection 
and impact models, where outputs would be displayed graphically as well as nu-
merically (Klosterman, 1997:52). Ideally, such a PSS would operate in real-time 
and support group decision processes, contributing to the goal of collective design.  
The PSS concept has been implemented in a number of commercially available 
packages (Ospina and Stephens, 2004). Scenario 360 from CommunityViz is the 
new ESRI ArcGIS version of perhaps the fullest implementation of PSS in plan-
ning (www.communityviz.com). The package integrates scenario development, 
impact analysis, and 3d visualization. The original path-breaking CommunityViz 
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implementation also contained an innovative agent-based projection model, Policy 
Simulator (Kwartler and Bernard, 2001).  There are other PSS packages commer-
cially available. What If? projects alternate future land use scenarios based on the 
integration of market forces and policy choices and offers a sophisticated ranking 
and allocation mechanism (Klosterman, 2001).  INDEX is an ArcGIS based PSS 
that nicely combines mapping with graphic and numeric indicators and contains a 
documented set of impact equations (Allen, 2001; www.crit.com). Already estab-
lished models such as DRAM/EMPAL have been reconstituted as PSS. (Putman 
and Chan, 2001) 

One of the core assumptions of PSS is that these computer-based systems 
would be applicable to actual planning situations and “useful” as decision support 
tools. Based on previous experiences, caution flags abound. The history of large-
scale operational urban models (LSUMs)i shows the problems inherent in offering 
computer-based guidance to government. While Wegener was optimistic in con-
clusion about the viability of urban models, he also indicated that: “Nowhere in 
the world have large-scale urban models become a routine ingredient of metro-
politan plan-making.” (Wegener, 1994:17) Whether one agrees or disagrees with 
Lee’s requiem paper (1973), the arguments presented were more than a warning 
shot across the bow. They were directed at the mainsail, and sent more than a few 
ships to seek a quiet port.   

Both model development and theory have evolved in the three decades since 
Lee’s paper (Batty, 1994; Timmermans, 2003). There are a number of healthy 
large-scale modeling efforts underway. Focusing on the United States we can 
point to UrbanSim (Waddell, 2002), the California Urban Futures suite (Landis, 
2001) and Putman and Chan (2001).  However, questions remain about the pros-
pects for the full integration of planning decision support into public sector or-
ganizations. As we will discuss, a major proposal for a statewide PSS in the 
United States met an unhappy fate.  

Our question then: under what conditions could a decision support system con-
tribute to operational planning on a continuing and widespread basis?  To explore 
this question we need to better describe the term PSS.  These planning decision 
support systems have as their purpose either projection to some point in the future 
or estimation of impacts from some form of development. The ideal system would 
have an explicit visualization component. Existing packages contain a variety of 
visual representation alternatives, ranging from detailed 3d “flying” landscapes to 
2d GIS-based maps to static images. The systems also would have the capacity to 
operate in real time and to support group decision processes.ii

There are issues of scale in PSS development.  In the broadest sense the regionally 
focused LSUMs are planning decision support tools. There is also a second class of 
systems that have emerged, focused on localized impact modeling and visualization 

i.  From Lee (1994). 
ii  The recent San Francisco conference, Tools for Community Design and Decision Mak-

ing: Working Session V, held in December 2003 and led by Ken Snyder from PlaceMat-
ters.com, was an important effort at using a variety of PSSs in a “digital charette” proc-
ess. Teams using different packages were given realistic planning situations and asked to 
do an intense problem solving exercise in a three-day period. 
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at the sub-regional scale, but not projection to future years. Examples of these visu-
alization and impact models (VIMs) are INDEX and Scenario 360 by Commu-
nityViz. These VIMs operate on smaller urban environments – sites, neighborhoods, 
and small cities. These distinctions are always messier than we might like. INDEX 
literature promotes its use at a variety of scales, and the earlier CommunityViz origi-
nally contained Policy Simulator, an agent-based simulation model. We will focus 
our comments on existing and emerging systems that claim usefulness to actual 
planning situations, do either projection or impact analysis, contain a visualization 
component, and have connections to interest group processes as a goal.  

While PSS is still finding its way, there are other model systems that have 
achieved recognition and success.   We will look at one of these successful im-
plementations, the four-step urban transportation modeling system (UTMS), to 
develop a framework for exploring the necessary evolution of PSS.  Currently un-
der serious scrutiny for revision, UTMS has a story to tell. 

2. UTMS: a historical perspective  

The traditional four-step urban transportation modeling system (UTMS) of trip 
generation, distribution, model split and traffic assignment has a long history in 
modeling terms, dating back over half a century. Currently available commercial 
models offer default parameters, relative ease of use, guaranteed calibration, and 
wide scale acceptance. These models have been used in virtually every major met-
ropolitan area in North America, as well as around the world.  UTMS has also 
been widely critiqued with proposals for improvements, extensions and alterna-
tives.iii The new agent-based competitor is TRANSIMS.  Yet the traditional struc-
ture is widely used to this day, and represents a core methodology in metropolitan 
transportation planning.  

The UTMS success story is rooted in four elements – data availability, govern-
mental support and acceptance, appropriate and useful output, and relative ease of 
use for calibration and prediction purposes. UTMS is quite data-hungry, and it is 
rather amazing that the very expensive home interview surveys that provide so 
much essential information are still widely performed.  Virtually, every major 
metropolitan area has performed a household survey since 1990 (Cambridge Sys-
tematics, 1996). These surveys cost upwards of a million dollars for sample sizes 
between two and twelve thousand households.   The home interview study was not 
viewed favorably in the early years.  An analysis of area transportation studies 
performed in the 1960s in the US (Levin and Abend, 1971) confirm this: 

The cooperating federal and state highway agencies entertained more 
limited but clearer expectations … They were interested in … the develop-
ment of a low-cost transportation model that would permit future studies to 
be conducted with considerably less data collection – in particular, fewer 
expensive road and home interviews.  (Levin and Abend, 1971:4) 

iii See the Travel Model Improvement Program web site (http://tmip.fhwa.dot.gov/). 
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In spite of these early expectations, the home interview surveys have continued. 
Data availability for UTMS is required on both the travel demand and network 
supply sides. Accurate highway and transit network coding is essential for metro-
politan areas. In spite of the early concerns about costs, household and corollary 
studies supporting UTMS continue. While funding agencies might wish for 
cheaper solutions in gathering transportation data, the evidence clearly points to 
continuing substantial data collection expenditures supporting UTMS. 

There has also been strong continuing governmental support for UTMS, both 
the traditional models and proposed revisions.  The healthy research budgets of 
the Bureau of Public Roads and Federal Highway Administration in the US have 
fed these transportation models. The early mainframe version, Urban Transporta-
tion Planning System (UTPS), was developed with federal dollars. The work-
station versions followed and devolved into commercial products offered by mul-
tiple vendors. Federal and state funding supported excellent training tools, 
including software, training materials, and workshops.iv

UTMS also produced useful outputs. The development of robust traffic assign-
ment models meant that engineers and planners could project traffic volumes with 
some degree of confidence, providing a base for infrastructure decisions. The ex-
penditures were not trivial. Billions of dollars were allocated to the construction of 
new roadways. If UTMS has not been developed to provide traffic volumes and 
associated congestion measures, highway engineers and planners would have had 
to invent a similar system as a base to design decisions.  In the broadest sense, 
UTMS provided a useful set of transportation system indicators. These indicators 
fed investment decisions.v

Finally, UTMS worked. The craftiness, and self-serving side, of the calibration 
and prediction process in UTMS is well known. The singly-constrained gravity 
model typically used requires a balancing routine for trip productions and attrac-
tions, as well as providing the capacity to modify specific zone-to-zone socioeco-
nomic factors to ensure  better calibration results. The commercial versions of 
UTMS generated reasonable numbers for planning and engineering purposes.vi

The four-step process was disseminated in the literature, in universities, and in 
short courses. Professors and consultants taught itvii, and planners and engineers 
used it. By all accounts UTMS was a success in spite of methodological flaws. Its 
history provides the basis for a useful framework in evaluating current develop-
ments in planning support systems.   

iv See the training materials developed by the National Highway Institute (2003) and the 
National Transit Institute. 

v It is interesting that the recent broadening of transportation policy objectives in the 
United States, based on ISTEA and subsequent legislation, appears to be diminishing the 
influence of modeling in the transportation planning process (Kramer and Mierzejewski, 
2003). 

vi An example of this continuing interest in the validity of UTMS packages is the paper by 
Yu, Yue and Teng (2003) comparing EMME/2 and QRS II. 

vii Meyer and Miller (2001) is perhaps the best introductory text. 
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3. PSS evaluation framework 

We will look at PSS in the context of the four criteria outlined above: 
• Data
• Acceptance and support 
• Ease of use 
• Appropriate and useful output 

3.1. Data  

The first dimension is data availability. It is here that our current generation of 
planning support systems, both LSUMs and VIMs, is often quite comfortable. The 
advent of GIS and its wide availability has provided a firm foundation for display 
and analysis. Typical layers such as land cover and land use, roadway networks, 
water and wetlands, and environmentally sensitive land use are widely available. 
While parcel layers are less likely, they are slowly coming.  The move to agent-
based models has complicated the situation. Policy Simulator, the agent model in 
CommunityViz, required a wide variety of local databases in its early iterations. 
Successive iterations of the model required less data as input.  

The PSS community could take a clue from transportation planning, which ap-
pears to have little fear of requiring extensive date inputs and of offering auto-
matic data generation tools. TRANSIMS, the agent-based transportation model, is 
very data-hungry. The roadway network at the core of TRANSIMS includes in-
formation on all local streets, land use on each block face, all lane connections at 
intersections, intersection signalization, and transit system schedules, routes, and 
stops (Los Alamos National Laboratory, 2002). There has been clear recognition 
of these data needs with the development of automatic generators for various data 
inputs (IBM, 2003).   

There are data issues in PSS at two levels -- data availability for smaller, poorer 
or more rural areas, and 3d visualization.  Sprawl in the United States is continu-
ing at a rapid pace. It has been estimated that from 2000 to 2025 18 million acres 
will be converted to residential and non-residential uses. Under an “uncontrolled” 
scenario fully 14 million of these acres will be either agricultural or environmen-
tally fragile land (Burchell, et al., 2002:194-195). Ironically, it appears that exactly 
in those areas where development will occur and a PSS might help, there may be 
fewer planners and less collected data. 

The 3d visualization data issue centers on the quality of the artificial environ-
ment that can be created. Based on my experiences with graduate classes doing 3d 
landscapes, there is a need for rapid prototyping of realistic and site-specific build-
ing objects. The landscapes that students created took significant time, and the 
learning curve was steep. How a local planner could take the time or commit the 
resources is a major question. Student experience does show that reasonably real-
istic building objects can be constructed in a few hours after training: the problem 
is that a small landscape can contain a large number of objects. 
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3.2. Acceptance and support 

UTMS has achieved wide acceptance. Considerable resources are spent by the 
public sector on both developing data inputs and running the various models. 
When we look at planning support systems the picture is much more mixed. There 
are three levels on which we can look at the acceptance and support issue.  
− Feasibility 
− Mandate 
− Peer involvement 

Feasibility- Can we do the model with the resources available? This 
feasibility question sits very much at the root of local acceptance. The early trans-
portation modeling efforts in the 1950s and 1960s worked well enough (Creigh-
ton, 1970; Meyer and Miller, 2001).  Resources were available and the required 
outputs produced. The early land use models were another story. Large-scale land 
use modeling efforts of the period were not well received (Levin and Abend, 
1971; Lee, 1973).  The reasons why reflect their relative position in the hierarchy. 
Modeling complex land use decisions proved to be difficult and the early models 
were not always up to the job. The early LSUMs were laboratories where experi-
ments were tried, sometimes discarded and sometimes failed. Not a happy situa-
tion for a client waiting at the door for a finished product.   

There also is a scale and locational issue. PSS and embedded simulation models 
can be quite resource intensive.  Are they only the purview of larger and richer 
places?  As we have suggested, urban growth in the US will invade the more rural 
communities with poor infrastructure and questionable planning resources. These 
communities have limited abilities to use these more complex tools in their local 
decision-making.  Local governments with limited resources need simple and 
workable tools to assist the decision process. It is still unclear to me if it is even 
reasonable to assume that locally focused VIMs will be useable in places where 
significant growth is expected. The research community is quite comfortable with 
the more complex and data-intensive modeling and simulation efforts.  Timmer-
mans (2003) argues that complex phenomena require complex models. 
TRANSIMS is one extreme example.  Do we need to think more about simpler 
models in terms of accuracy, predictability and usability, where we do a marginal 
analysis of the expected benefits and costs of complexity? The original design of 
UTMS was flawed, but offered useful outputs. Was it so flawed that it should not 
have been used, or were the outputs reasonable enough for planning purposes? 

Mandate - The Intermodal Surface Transportation Efficiency Act of 
1991 (ISTEA) created a mandate that metropolitan areas test alternative develop-
ment scenarios, fostering the use of LSUMs. Air quality considerations are central 
to transportation planning in the United States. Congress passed the Clean Air Act 
Amendments of 1990, which strengthened the requirements that urban areas re-
spond to air quality standard violations. The 1991 ISTEA law followed by estab-
lishing a 1.5 percent set-aside from a variety of federal transportation funding 
categories to support data and modeling efforts in metropolitan areas.  In the ear-
lier period of the 1950s and 1960s there was the mandate to develop land use and 
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transportation models feeding highway construction programs. The federal man-
date in the 1990s focused on models to support alternative metropolitan develop-
ment scenarios. Where is the current federal mandate for integrated planning sup-
port systems? Pieces of government interest in model development exist, 
particularly at the state and local level (Waddell, 2002), but it is scattered. We can 
hope that a more extensive commitment to planning decision support will emerge, 
based on a broader national interest in sustainable development and smart growth.  

Peer involvement - The modeling fraternity is not monolithic and 
thrives as much on competition as cooperation.  Urban transportation researchers 
created a set of accepted models that then were developed and modified as needed. 
At one time we could choose among MINUTP, TRANPLAN, TMODEL2 and 
other commercial packages. While different in design and implementation,  these 
packages used a common language and conceptual framework. While recent con-
solidation has occurred among vendors, the basic UTMS framework continues. 
TRANSIMS is the new federally supported regime, and we might expect a sub-
stantial future effort to push this model to the forefront.    

The commonality that permitted teaching and workshops of UTMS concepts 
and methods has not existed for LSUMs or VIMs. Various developers have of-
fered workshops and training, but the broad commitment to a common conceptual 
framework is still in flux.  Wegener (1994) suggests that the majority of models 
reviewed employ some variant of random utility theory, yet vary widely in their 
treatment of markets.  Timmermans, in his excellent review of integrated land use 
and transport models, argues: 

… operational models are still largely based on traditional location 
theories and models that may have been adequate to describe traditional 
cities …. but that seems inadequate to describe the evolution of modern cit-
ies, dominated by service industries and information technology. (Timmer-
mans, 2003)   

The theory is inadequate and the models vary widely in design. The regional 
planning organization faced with a desire to develop projections of population, 
jobs and land use to a future year faces an interesting task.  In another venue, the 
choice of a GIS vendor to develop an enterprise system for a local government 
was often done through a “shootout.” The GIS vendors competed across a set of 
defined tasks.  There have been some recent research studies focusing on the com-
parison of LSUMs (US Environmental Protection Agency, 2000; Hunt et al., 
2002). These incipient shootout efforts are only the beginning, and along with oth-
ers will begin to push the modeling envelope.   

3.3. Ease of use 

How likely is it that local and regional planners will be able to run any form of 
PSS? The idealized PSS proposed by Klosterman talks of real-time interactive 
modeling. Obviously the need to do real-time analysis is keyed back to the nature 
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of the problem. While LSUMs look to distant years at a regional scale, the more 
locally focused VIMs are designed to respond more immediately to issues. What 
are the impacts of that new shopping center?  How will that new residential devel-
opment look? The promise of PSS as a real-time decision tool is that local plan-
ners and analysts will be able to use these packages. It is unclear how often a local 
planner will ever run LSUMs.   In transportation planning the UTMS consultant 
firms under contract often run commercial packages, used at both metropolitan 
and local scales. The case may be different for more locally focused PSS. 

The smaller scale VIMs are promoted and sold to local public sector planners 
and consultants, and are designed to be easy to use. Both Scenario 360 by Commu-
nityViz and INDEX are available for purchase. My own experiences with the ear-
lier version CommunityViz are a reminder that technology challenges. I have 
taught two graduate seminars using CommunityViz. In each the students were ex-
posed to the different components of the package. The students quickly gravitated 
to the 3d component and spent goodly amounts of time developing building ob-
jects. They were able to get their hands around the concrete creation of a 3d world. 
The agent-based modeling and impact analysis components were of less immediate 
interest. Students were willing to work with impact equations and agent models, 
but found formula building and model manipulation challenging. While a wonder-
ful teaching device, developing one’s own impact equations is not a priority for the 
practicing planner or policy analyst. There is an important need to develop and 
document sets of impact equations useful in VIMs that are both generally accepted 
in the professional community and widely disseminated. As illustration, INDEX 
contains a broad range of impact models along with documentation.  

3.4. Appropriate and useful output 

It is difficult for an operating agency to know how to deal with models that claim 
that they are designed for understanding, not prediction, or that the results are an 
approximation. While the model builder may desire to put cautionary notes on any 
model outputs, the planner needs numbers.  The UTMS computer packages pro-
duce useful outputs at the appropriate scale.   At both regional and local scales the 
UTMS models generate the traffic volume and transit utilization data required. 
Ideally there would be a corresponding match between the scale of LSUM output 
and decision-making. LSUMS performed for a regional agency need direct con-
nection to local governments within the region. In the United States these connec-
tions vary widely. While there are wide variations across states, land use decisions 
are predominantly local and made at the municipal level. This mismatch creates 
problems because regional and local planners each live in different worlds. While 
many planners would agree that we should all take a regional perspective, the real-
ity is much different.   

There can be serious ramifications of a mismatch between vision and acceptance 
of planning support systems for local government. The sad case of PSS in New Jer-
sey points to the issues that occur over implementing a potentially important deci-
sion tool. In the late 1990s staff at the New Jersey Office of State Planning (NJOSP) 
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proposed a planning support system for local governments in the state. There are 
566 municipalities in New Jersey, and NJOSP proposed to develop a VIM for every 
single one, from large cities to rural hamlets. The proposed PSS would help towns 
deal with the immediate and cumulative impacts of development proposals. The 
statewide system would contain GIS-enabled state regulations and maps for wet-
lands, runoff, etc. as well as a host of local impact models. Initial funding was 
found, based on presentations to high-level state officials. However, the proposed 
PSS program never developed broad support among decision-makers. NJOSP was 
also the developer of the State Plan for Development and Redevelopment, and the 
lead agency for state-level planning. Regardless, in 2001 the entire office was dis-
banded and the staff fired. There is some speculation that its expansive (and perhaps 
unrealistic) view of the potential role of planning support systems contributed to the 
demise, but this will never be known. Selected elements and staff have been recon-
stituted as the Office of Smart Growth, but the statewide PSS effort is moribund. 
There are current selected efforts in some communities to implement PSS, but the 
grand plan is no more. 

4. Conclusion – do we need those shades?

We can summarize this discussion with the following points. First, planning sup-
port systems have not reached their full potential in assisting public sector deci-
sion-making. The reasons vary for the two varieties of PSS,  LSUM and VIM.  
The LSUM issues center on moving to a common theoretical framework and ap-
plication, which engenders broad government and peer support. The VIM pack-
ages are simply too early in the development process to offer planners satisfying 
and useful outputs that they themselves can generate.  

Second, the story of the transportation demand modeling and the successful ap-
plication of UTMS computer-based packages offer lessons for PSS. The broad 
support of a common methodology, the availability of extensive governmental re-
sources, and user acceptance were key factors.  UTMS offered identifiable and 
needed outputs for infrastructure investments. The story with LSUMs is much 
more muddy – many competing models, uneven levels of support, and disconnect 
between outputs and planning decision-making.  We are only at the beginning of 
the story of VIM use and acceptance. Planning in the trenches will require further 
developments in model consolidation and extension for both LSUMs and VIMs.

Third, data issues in supporting PSS appear to be manageable. As we suggest, 
there appears to be continuing willingness to fund expensive travel surveys for 
transportation. GIS applications will continue to expand across urban and rural ar-
eas. Developers of agent-based models, including TRANSIMS and the Policy 
Simulator module in CommunityViz, have been cognizant of the severe data re-
quirements in generating synthetic households and travel behavior, and have of-
fered automated alternatives. 

Fourth, we face the educational issue. Planners are becoming increasingly so-
phisticated in the use of GIS, and planning students have taken to GIS with aban-
don. Simulation models and analytic tools are less interesting – they require 
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mathematical sophistication and offer less concrete application. Visualization 
tools do capture attention, and sometimes provide a way into PSS. 

Fifth, the web will offer promise and potential, but only if planners learn to use 
these tools. Full credit must be given to Paul Waddell for a downloadable Urban-
Sim (www.urbansim.org).  But then who will run these models locally?  We are 
back to the education – graduation education, professional workshops and instruc-
tional software.  

The full potential of planning support systems has not been realized. Yet,  re-
search continues, technology evolves, and theory evolves. We may yet need those 
shades.  
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